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Abstract In this paper, a context-based affect detection

component embedded in an improvisational virtual plat-

form is implemented. The software allows up to five human

characters and one intelligent agent to be engaged in one

session to conduct creative improvisation within loose

scenarios. The transcripts produced showed several con-

versations being conducted in parallel. Some of these

conversations reveal personal subjective opinions or feel-

ings about situations, while others are caused by social

interactions and show opinions and emotional responses to

other participant characters. These two types of conversa-

tions serve to inform the descriptions of the personal and

the social contexts, respectively. In order to detect affect

from such contexts, first of all a naı̈ve Bayes classifier is

used to categorize these two types of conversations based

on linguistic cues. A semantic-based analysis is also used

to further derive the discussion themes and identify the

target audiences for the social interaction inputs. Then, two

statistical approaches have been developed to provide

affect detection, respectively, in the social and personal

emotion contexts. The emotional history of each individual

character is used in interpreting affect relating to the per-

sonal contexts, while the social context affect detection

takes account of interpersonal relationships, sentence

types, emotions implied by the potential target audiences in

their most recent interactions and discussion themes. The

new development of context-based affect detection is

integrated with the intelligent agent. The work addresses

one challenging cognitive topic in the affective computing

field, the detection and revealing of the relevant ‘‘context’’

to inform affect detection. The work addresses the journal’s

themes on human emotion behavior analysis and

understanding.

Keywords Affect detection � Emotion modeling �
Multi-threaded improvisation � Hidden Markov model �
Neural network

Introduction

Previous work has developed online multi-user role-play

software that could be used for education or entertainment

[1]. Up to five human actors and one AI actor were engaged

in one improvisational session. Emotionally charged

loosely defined scenarios were provided to allow creative

improvisation. A human director was also needed to

monitor the drama improvisation. The human director had

a number of roles. He or she had to constantly monitor the

unfolding drama and the actors’ interactions, or lack of

them, to intervene if they were not keeping to the general

spirit of the scenario. For example, a director could inter-

vene when the emotions expressed or discussed were not as

expected (or were not leading usefully in a new interesting

direction). The director could also intervene if, for exam-

ple, one character was not getting involved or was unduly

dominating the improvisation.

In order to reduce the human director’s burden, an affect

detection component was previously developed and

embedded in the AI agent, which detected affect from

human characters’ turn-taking input (input contributed by
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an individual character at one time). The detected affect

allowed the intelligent agent to make responses that, it was

hoped, would stimulate the improvisation, thus leading to

less need for intervention by the human director.

Several loose scenarios for the drama improvisation are

employed. Human actors are allowed to be creative in their

role-play. The intelligent agent normally will play a minor

role in the improvisation, such as a best friend of the sick or

bullied leading character. The scenarios used tend to be

emotionally charged. In general, such a framework setting

enables young people to discuss these emotionally inten-

sive scenarios anonymously, which normally are difficult

to talk about in a face-to-face situation. It also provides the

platform for the development of the intelligent agent,

which makes attempts to detect emotion and feelings from

users’ creative inputs and makes appropriate responses.

The transcripts created by the test subjects provide valuable

resources for dialogue and affect study and evaluation.

The previously developed affect detection model was

able to detect a wide range of emotions including basic and

complex emotions and value judgments. The complex

emotions in this application domain refer to any emotion

included in the global structure of emotion types suggested

by Ortony, Clore and Collins (also known as the OCC

model) [2] but not belonging to the 6 basic emotions

(anger, disgust, fear, happiness, sadness and surprise)

defined by Ekman [3]. Thus, the complex emotions include

the following: embarrassment, disapproval, etc.; meta-

emotions (emotions about emotions) such as desiring to

overcome anxiety; and moods such as hostility, etc. [1].

Moreover, the previous affect detection processing was

mainly based on textual pattern-matching rules that looked

for simple grammatical patterns or templates partially

involving specific words or sets of specific alternative

words. It did not take any context into consideration. A

rule-based Java framework called Jess [4] was used to

implement the pattern or template-matching rules in the AI

agent allowing the system to cope with more general

wording and ungrammatical fragmented sentences. The

rules conjectured the character’s emotions, evaluation

dimension (negative or positive), politeness (rude or polite)

and what response the AI actor should make. In order to

deal with complex grammatical structures, sentence type

information obtained from a syntactical parser, Rasp [5],

was also adopted in the rule sets. Such information helped

the agent not only to detect affective states from the input

(such as the detection of imperatives), but also to decide

whether the detected affective states should be counted

(e.g., affects detected in conditional sentences would not be

valued) [6, 7]. An example of the system interface is shown

in Fig. 1.

From the analysis of the previously collected transcripts,

the previous affect interpretation based on the analysis of

individual turn-taking input itself without any contextual

inference proved to be effective enough for some users’

inputs. These inputs usually contain strong clear emotional

indictors such as emotional words, for example, ‘‘hate/

like,’’ and emotionally charged short phrases, for example,

‘‘shut up’’ and ‘‘get lost.’’ Metaphorical expressions such as

‘‘you are a rat’’ and ‘‘you are a big bully’’ were also

detected and analyzed by the previous processing [7, 8].

One testing transcript was annotated by the previous affect

detection and two human judges, respectively, using three

labels, positive, negative and neutral, for evaluation. The

inter-annotator agreement between human judges was 0.65,

while the inter-annotator agreements between the previous

system and the human judges were 0.55 and 0.42,

respectively.

However, there are also situations that users’ inputs do

not have any obvious emotional indicators or contain very

weak affect signals that challenge the previous affect

detection processing; thus, contextual inference is needed

to further derive the affect conveyed in such user inputs.

Inspection of the previously collected transcripts also

indicates that the improvisational dialogues are multi-

threaded. The conversations include not only descriptions

of personal situations (e.g., worrying or embarrassment

about personal situations) but also comments and responses

aroused by social communication (e.g., arguing for dif-

ferent opinions). The context-based affect detection pre-

sented here mainly targets affect interpretation from such

personal and social interaction contexts without strong

affect indicators.

Moreover, context is also very broad and plays very

important roles in revealing the social goals that hide

behind each social interaction. The cognitive research of

kappas [9] discussed the diversity of affect embedded in

‘‘smile’’ facial expressions during social interaction and the

importance of the understanding and employment of the

Fig. 1 An example user interface with three human characters (the

first three characters counting from the left hand side) and one AI

actor (the last character)
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related social contexts for the accurate interpretation of the

implied affect in such facial expressions. For example,

people tend to use smile facial expressions in order to show

happiness and politeness, and to hide desperation and

embarrassment. A broad social interaction context may

include semantic interpretation of the conversation, dis-

cussion themes, tone of voice and body language. Such a

context will significantly help to interpret the most proba-

ble emotions and feelings implied in one smile facial

expression. This is also one of the most challenging

research topics in the affective computing field and the

long-term research goal of the work presented here. But at

the current stage, the context discussed in this paper indi-

cates ones most recent personal or semantically most

related social inputs during the drama improvisation. Such

a context normally contains more than one user input and

may provide a social communication or personal mood

background to inform affect detection especially for those

without strong affect indicators.

In order to produce an effective context-based affect

sensing model, first of all, the two different types of con-

texts, that is, the personal and social contexts, are identi-

fied. Linguistic ‘‘signals’’ are also collected, which indicate

whether the discussion is oriented more toward personal

experience or more toward responding to the social inter-

action contexts, from the previously collected transcripts of

the Crohn’s disease scenario.1 Personal emotional articles

collected by the Experience project (www.experienceproj

ect.com) have also been used to extract grammatical

‘‘signals’’ for personal context descriptions. These gram-

matical and linguistic ‘‘signals’’ are then used to train a

naı̈ve Bayes classifier. It then identifies whether a user

input belongs to a personal context or a social interaction

context.

Both a hidden Markov model (HMM) and a neural

network are developed to detect emotion, respectively, for

the personal mood and social interaction contexts. For the

development of the HMM-based affect detection in the

personal contexts, the work statistically models how

emotions evolve for individual characters throughout the

improvisation. Personal contexts extracted from the pre-

viously collected transcripts of the Crohn’s disease sce-

nario and personal articles from the Experience project are

used to train the HMM. If the naı̈ve Bayes classifier

determines that one user input is more related to opinions

or feelings about personal situations, then the HMM with

the consideration of each individual character’s emotions

expressed throughout the improvisation is used to detect

the affect implied in this input.

If user inputs are classified as social contexts, then latent

semantic analysis is used to detect their discussion themes

and identify potential target audiences. Interpersonal rela-

tionships, emotions implied by target audiences in their

most recent inputs and sentence type information (such as

imperatives or rhetorical questions) are considered in the

neural network-based reasoning to detect the most likely

affect implied in these social inputs. Such reasoning also

interprets potential emotional influences of discussion

topics and other participant characters’ previous inputs

toward the speaking character.

The paper is arranged in the following way. Related

work is discussed in Sect. ‘‘Related Work,’’ and the clas-

sification of personal and social contexts using the naı̈ve

Bayes classifier is presented in Sect. ‘‘Classification of

Personal and Social Contexts.’’ Section ‘‘Semantic Topic

Theme Detection’’ presents the development of latent

semantic analysis using a semantic vector package to

derive the discussion themes, etc., for social interaction

inputs. The affect interpretation in the personal and social

contexts using both the HMM and the neural network-

based reasoning is discussed in Sect. ‘‘Affect Detection in

Personal and Social Contexts.’’ Various evaluation results

of context-based affect detection are presented in Sect.

‘‘Evaluations.’’ Conclusions and future work are discussed

in Sect. ‘‘Conclusions.’’

Related Work

Emotion theories, particularly that of Ortony et al. [2]

(OCC), have been used widely in affective computing

research. The OCC model discussed appraisal theories of

22 emotions. However, the OCC model did not provide

discussions about changes between different emotional

states. The work of Hareli and Rafaeli [10] discussed

psychological studies on emotion cycles and how emotions

of an individual influence other people’s emotions and

behaviors in social organizational settings, and how this

may affect their future interactions. Such context-based

emotional models are especially relevant to the research

presented here although their models are limited to orga-

nizational settings and represent simple interaction cases.

Much research has been done on creating affective

virtual characters in interactive systems. Picard’s work [11]

made great contributions to building affective virtual

characters overall. Prendinger and Ishizuka [12] used the

1 The Crohn’s disease scenario is mainly about Peter who has had

Crohn’s disease since the age of 15. Crohn’s disease attacks the wall

of the intestines and makes it very difficult to digest food properly.

Peter has the option to undergo surgery (ileostomy), which will have a

major impact on his life. The task of the role-play is to discuss the

pros and cons with friends and family and decide whether he should

have the operation. The other characters are the following: Janet

(mom) who wants Peter to have the operation, Matthew (older

brother) who is against the operation, Arnold (Dad) who is not able to

face the situation and David (the best friend) who mediates the

discussion.
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OCC model in part to reason about emotions and to pro-

duce believable emotional expressions. Mehdi et al. [13]

combined a widely accepted five-factor model of person-

ality, mood and OCC in their approach for the generation

of emotional behavior for a fireman training application.

Gratch and Marsella [14] presented an integrated model of

appraisal and coping to reason about emotions and to

provide emotional responses, facial expressions and

potential social intelligence for virtual agents. Aylett et al.

[15] also focused on the agent development of affective

behavior planning. Endrass et al. [16] carried out a study on

the culture-related differences in the domain of small-talk

behavior. Their agents were equipped to generate culture-

specific dialogues.

Recently, textual affect sensing has also attracted

researchers’ interest. However, there has been only a lim-

ited amount of work directly comparable to the research

presented here, especially given the concentration on

improvisation, open-ended language and the employment of

contexts for affect interpretation in the chosen applica-

tion domain. ConceptNet [17] includes a toolkit to pro-

vide practical textual reasoning for affect sensing for six

basic emotions, text summarization and topic extraction.

Neviarouskaya et al. [18] provided sentence-level textual

affect sensing, the @AM system, to recognize judgments,

appreciation and different affective states. They adopted a

rule-based domain-independent approach with extensive

semantic analysis of verbs. Although some linguistic con-

texts introduced by conjunctions such as ‘‘but’’ were con-

sidered, the detection task setup was still limited to the

analysis of individual inputs. Their system was evaluated

with 1,000 sentences describing personal experiences. It

achieved an average accuracy rate of 62 % with 14 labels

(9 emotion labels ? (positive or negative) judgment ?

(positive or negative) appreciation ? neutral) for annota-

tion, an average accuracy rate of 71 % with seven labels

((positive or negative) affect ? (positive or negative)

judgment ? (positive or negative) appreciation ? neutral)

and an 88 % accuracy rate with three labels (positive,

negative and neutral). More discussion is provided for the

comparison between their @AM system and the HMM-

based affect detection in personal contexts presented in this

paper in Sect. ‘‘Evaluations.’’

Although Façade, an AI-driven character-centric inter-

active drama game [19], included shallow natural language

processing for characters’ open-ended utterances, the

detection of major emotions, rudeness and value judgments

is not mentioned. They also did not report any specific

accuracy rates or precisions of their affect detection anal-

ysis. However, they clearly indicated that the open-ended

natural language input posed a big challenge to the system

and the system suffered from three types of failures

regarding natural language input: non-understood utter-

ances, false positives and an asymmetrical range of

expression.

Zhe and Boucouvalas [20] demonstrated an emotion

extraction module embedded in an Internet chatting envi-

ronment. It used a part-of-speech tagger and a syntactic

chunker to detect the emotional words and to analyze

emotion intensity. The detection focused only on emotional

adjectives and first-person emotions and did not address

deep issues such as figurative expression of emotion. The

evaluation of their system was also conducted in a static

way. That is, questions had been pre-defined by the

authors, and users were asked to write down their emo-

tional responses to these prescribed questions. Then, the

responses were subsequently entered manually into the

system to test their system’s performance. Four hundred

and fifty sentences generated by the test subjects were

returned with the pre-defined questionnaires, and the sys-

tem achieved a 90 % accuracy rate for the affect classifi-

cation of these test sentences. However, comparing with

real-time online chatting settings, the conversation inputs

in their experimental setting were much more predictable

due to the pre-defined questions. Their experimental set-

tings also removed any potential involvement of small-talk

behaviors (e.g., to get to know each other’s names, hobbies

and academic background) between scenario-related task

talk, which happen very often in real-life or online chatting.

Also, Ptaszynski et al. [21] developed a context-based

affect detection component with the integration of a web-

mining technique to detect the affect from users’ input and

verify the contextual appropriateness of the detected

emotions. Their system achieved 75 % accuracy in deter-

mining both valence and the specific emotion types for the

annotations of 20 short conversations. The system achieved

45 and 50 % accuracy of determining contextual appro-

priateness, respectively, for the detected specific emotion

types and valence. However, their system targeted con-

versations only between an AI agent and one human user in

non-role-playing situations, which greatly reduced the

complexity of the modeling of the interaction contexts.

There is also work on general linguistic cues useful for

affect detection (e.g., Craggs and Wood [22]).

Comparing with the above related work, the work pre-

sented in this paper focuses on the following aspects:

(1) real-time affect sensing for basic and complex emotions

in improvisational role-play situations from individual turn-

taking inputs; (2) affect interpretation from personal con-

texts with the consideration of each individual character’s

previous emotion profile; and (3) affect detection in social

interaction contexts with the consideration of interpersonal

relationships between characters, target audiences’ most

recent emotional implications and special sentence types.
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Classification of Personal and Social Contexts

In the previous testing, the language used during impro-

visation is complex and idiosyncratic, that is, often

ungrammatical and full of abbreviations, misspellings, etc.

It borrows heavily from the language of text-messaging

(textese) and chat rooms [23]. Compared to the language

normally analyzed in computational linguistics, it provides

significant additional challenges.

Several pre-processing components were produced pre-

viously to recover the standard user inputs. Moreover, as

discussed earlier, the improvisation conversation is also

often multi-threaded. For example, Peter sometimes

showed anxiety and stress about his ill health and revealed

his feelings about his personal situations. He sometimes

also responded emotionally to other characters’ improvi-

sation (e.g., he was ‘‘angry’’ at the Dad character who often

avoided talking about his disease). Other characters also

showed emotions about personal situations and were emo-

tionally affected by interaction contexts. This makes the

affect detection task difficult. Since the previous original

detection model, which only analyzes the input itself

without taking any context into consideration, is capable of

detecting affect from the inputs with strong clear affect

indicators (e.g., ‘‘thanks,’’ ‘‘sorry,’’ ‘‘I like it’’), it does not

seem necessary to activate contextual affect analysis for

such inputs. However, if the input itself does not contain

any strong clear emotion indicators and the original model

fails to detect any affective implication, then contextual

affect detection in the personal emotional contexts (i.e., the

modeling of improvisational mood of individual characters)

and affect detection from the social contexts (i.e., the

modeling of emotional influence between characters) are

used to further interpret affect. First of all, the naı̈ve Bayes

classifier is used to find out the nature of the context (caused

by personal situations or aroused by other characters). If the

type of context is identified by the classifier, the corre-

sponding analysis is used to predict affect in such inputs.

In order to produce a classifier to recognize the two

types of contexts, linguistic indicators signaling the per-

sonal and social contexts are extracted from five repre-

sentative transcripts of the Crohn’s disease scenario. The

Experience project Web site also publishes personal stories

about life experience. The Web site includes 12 categories

of personal articles including Education, Family & Friends,

Health & Wellness, Lifestyle & Style, Pets & Animals,

Arts & Entertainment, Culture & Religion, Current Events,

Food & Drink, Jobs & Finance, Recreation & Sports and

Relationships & Romance. Twenty stories across five dif-

ferent categories (Education, Family & Friends, Health &

Wellness, Lifestyle & Style and Pets & Animals) are used

to extract grammatical signals for personal situation

descriptions. On the basis of the above study, the following

grammatical structures signaling personal emotion contexts

are collected and demonstrated in Table 1. For example,

people tend to use ‘‘first-person subject ? verb phrases’’ to

describe personal situations or feelings. Five categories of

such personal emotion contexts are provided in Table 1.

The following signals indicating the social contexts are

also collected from the inspection of the selected example

transcripts and presented in Table 2.

The naı̈ve Bayes classifier is used to identify the two

different types of contexts. The typical signals for the

personal and social context descriptions presented in both

tables are taken into consideration, and 200 unique

instances for the training of each type of the context are

collected. Four hundred instances have also been employed

to evaluate the performances of the categorization of these

two types of the contexts. Detailed evaluation results are

presented in the evaluation section.

The following example interaction produced by the test

subjects is provided to illustrate the classification of the

personal and social contexts. As mentioned earlier, if

strong affect indicators are detected from user inputs, the

original affect detection component without the consider-

ation of any contextual inference is used to provide affect

interpretation. If any input does not contain any clear affect

signals, then the contextual affect detection is activated.

The naı̈ve Bayes classifier is first used to identify whether

the input describes personal experiences or is the response

caused by the social interaction context. In the following

example, the original affect detection processing is able to

annotate inputs from conversation 1 to conversation 8 and

the input of conversation 10, which contain strong affect

indicators (see italics). Since conversations 9, 11 and 12

contain very weak affect indicators, the classifier is acti-

vated to sense the types of the three inputs, so that the

personal or social context-based affect detection using

either HMM or the neural network will be employed in the

next step to predict affect for them. As mentioned earlier,

the syntactical parser, Rasp, is used in the pre-processing

stage to analyze the grammatical structure of each input.

Conversation 9 mentions a family role and has social lin-

guistic features mentioned in Table 2 part (ii). Although it

also contains linguistic features in personal contexts men-

tioned in Table 1 part (i), the classifier trained with typical

examples from both personal and social contexts identifies

it as a social context. Conversation 11 is recognized to

contain both the social context indicator, ‘‘verb phrases ?

second-person object,’’ and the social signal, ‘‘I know,’’

discussed, respectively, in Table 2 (iv) and (viii). Con-

versation 12 contains the social context signal mentioned in

Table 2 (v) as well: ‘‘question sentences with subjects

‘you’.’’ Thus, both of the conversations 11 and 12 are also

recognized as responses or comments caused by social

interaction. Then, the neural network-based social context

440 Cogn Comput (2012) 4:436–459
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emotion detection will be employed to annotate these three

inputs in the next step.

Conversation 1 Matthew: I don’t think you should have

the treatment peter. [disapproval]

Conversation 2 Arnold: lets not talk about it now. Can

we just get our food and discuss this later. [disapproval]

Conversation 3 Peter: why not hav it matt [neutral]

Conversation 4 Matthew: you will get bullied cuz of it.

[sad]

Conversation 5 Janet: nobody will bully u. shut it matt

[angry]

Conversation 6 Dave: stop arguing every1. [disapproval]

Conversation 7 Matthew: dad, stop talking about food.

[disapproval]

Conversation 8 Janet: stand up to da bullies and do not

be afraid. [disapproval]

Conversation 9 Peter: mum, I don’t think u really

understand what it is. Its not like a carrier bag. I will use

it when I go loo [A social context: disapproval; Target

audience: Janet]

Conversation 10 Arnold: excuse me, can we not? Im

eating [disapproval]

Conversation 11 Janet: I know what it is, but it will still

help you [A social context: disapproval; Target audi-

ence: Peter]

Table 1 Grammatical signals for personal situation descriptions

Linguistic signals Examples

(i) The first-person singular tends to be used extensively in such

expressions, such as in: ‘‘I ? copular form’’ and ‘‘I ? {quantifier

or adverb} ? verb phrase (except for ‘I know’).’’

‘‘I don’t want it to ruin our lives,’’ ‘‘I have Crohn’s disease,’’ ‘‘I now have

to keep it simple,’’ ‘‘I never thought losing my best friend would come

so soon,’’ ‘‘I’d give anything to hear Roxie’s little claws on the

hardwood floor,’’ ‘‘I am so lost/confused right now.’’

(ii) Inputs have singular first-person expressions as objects, such as

in ‘‘third-person subject ? (verb phrase or copular form) ? me.’’

‘‘It hasn’t really hit me yet,’’ ‘‘It crushed me,’’ ‘‘It’s hard to look after

me,’’ ‘‘She would just give it to me.’’

(iii) Inputs contain first-person possessive pronouns such as in

‘‘third-person subject ? verb ? my or mine.’’

‘‘He is my family,’’ ‘‘It was my choice,’’ ‘‘The operation is to remove the

last part of my small intestine.’’

(iv) Expressions are mainly regarding third-party subjects such as in

‘‘third-person pronoun ? verb phrase.’’

‘‘She didn’t make it,’’ ‘‘Well it is a struggle,’’ ‘‘It is so different without

him.’’

(v) Inputs include prepositions followed by singular first-person

expression such as in ‘‘to me.’’

‘‘It was far more than a pet to me,’’ ‘‘She never was there for me,’’ ‘‘To

me, this is the end.’’

Table 2 Grammatical signals for the social contexts

Linguistic signals Examples

(i) A second-person subject ? {quantifier or adverb} ? verb

phrase or copular form.

‘‘You just said that dinner is going to be really hard for me,’’ ‘‘You just think

about yourself,’’ ‘‘You shouldn’t have done it,’’ ‘‘You won’t be made a fool in

public,’’ ‘‘You were there with us,’’ ‘‘You are so late.’’

(ii) Names or family roles are mentioned in the inputs. Or

inputs contain ‘‘everyone, anyone, mate, buddy,’’ etc.

‘‘Mum, I wouldn’t say dying,’’ ‘‘u happy Dave,’’ ‘‘Son, you take it easy,’’

‘‘Sweetheart, I have a stressful day at work,’’ ‘‘Please can everyone calm

down,’’ ‘‘Whatever Peter wants,’’ ‘‘Peter, we are here for you.’’

(iii) Inputs contain plural first-person subjects such as in

‘‘we ? verb phrase.’’

‘‘We are family,’’ ‘‘We have to ask him how he feels,’’ ‘‘For a quite meal so we

could talk about things,’’ ‘‘We’ll manage somehow,’’ ‘‘We are here to help.’’

(iv) Inputs contain ‘‘verb phrases ? first or second-person

objects (us or you).’’

‘‘It really let us down,’’ ‘‘We’ll carry you through.’’

(v) Question sentences with subjects such as ‘‘we or you,’’ or

‘‘our or your ? nouns.’’

‘‘How do you think Peter feels,’’ ‘‘How can your body cope with it,’’ ‘‘Why are

we discussing it in public,’’ ‘‘How are you feeling about the doctor’s word,’’

‘‘Don’t you think it will make it worse,’’ ‘‘Are you feeling well,’’ ‘‘Are you

happy with it,’’ ‘‘Are we ready to face the enemy.’’

(vi) Statement inputs contain possessive pronouns such as ‘‘our

or your.’’

‘‘This is our decision,’’ ‘‘It is not good to your blood pressure,’’ ‘‘The operation

will change your life.’’

(vii) Prepositional phrases such as ‘‘to us,’’ ‘‘for you,’’ etc. ‘‘You are everything to us,’’ ‘‘The treatment would be good for you,’’ ‘‘Your

mother and I are here for you.’’

(viii) Idioms, proverbs and others. ‘‘You scratch my back and I’ll scratch yours,’’ ‘‘You never know what you can

do until you try,’’ ‘‘Be all ears,’’ ‘‘Here you are/go,’’ ‘‘You can say that

again,’’ ‘‘I know,’’ ‘‘Excuse me,’’ ‘‘Pardon me,’’ ‘‘You know’’ (used by itself).
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Conversation 12 Matthew: how do you feel about having

a bag attached to you? [A social context: angry; Target

audience: Peter and Janet]

The following presents another example interaction

extracted from the collected testing transcripts. The first

three inputs with clear emotional implications (see italics)

are annotated by the original affect sensing component.

The conversations 4 and 5 contain weak affect indicators;

thus, the classifier is activated to recognize whether they

are regarding personal situation descriptions or responses

to the social context. Conversation 4 contains the gram-

matical structure of ‘‘third-person subject ? copular for-

m ? my’’ shown in Table 1 part (iii), and conversation 5

shows the signal of personal situation descriptions shown

in Table 1 (i) as well: ‘‘I ? quantifier or adverb ? verb

phrase.’’ Thus, the classifier identifies both of them as the

personal contexts. The original affect detection component

also finds conversation 6 with clear indication of emotion,

while the last two inputs are again with weak affect indi-

cators. Thus, the classifier is used to categorize conversa-

tion 7 as a social context and conversation 8 as a personal

situation description according to the social context signals

in Table 2 part (ii) and the personal context signals in

Table 1 (ii).

Conversation 1 Janet: peter its ur choice and i will

support u. [caring]

Conversation 2 Arnold: yeah, we’ll be there for you.

[caring]

Conversation 3 Peter: yes, thnx mum and dad 4 da

support [grateful]

Conversation 4 Peter: at da end of da day, it is my

choice. [A personal context: neutral]

Conversation 5 Peter: and I’ve decided to go throu wid

it. [A personal context: neutral]

Conversation 6 Janet: good for you if that’s wat u want

to do [approval]

Conversation 7 Peter: but the cost, mum…the afteref-

fects…[A social context: disapproval]

Conversation 8 Peter: its gonna be really hard to look

after me!! [A personal context: disapproval]

The API for the naı̈ve Bayes classifier embedded in a

data mining package, Weka [24], is used for the imple-

mentation of the classifier discussed above. After the

classification of these two types of contexts using the

classifier, in the following section, the identified social

interaction inputs will be further analyzed using latent

semantic analysis to detect their most likely discussion

themes and potential target audiences. Relationships

between characters will also be retrieved. Such sources of

information will then be used as inputs to the social context

affect detection processing.

Semantic Topic Theme Detection

The above personal and social context classification relies

heavily on the linguistic signals. Thus, when other lin-

guistic features are used in the description of such contexts,

the performance of context identification will be affected.

It is also noticed that because of the multi-speaker nature of

the system, conversations with different themes are

embedded together. Some of the inputs also do not clearly

indicate their target audiences. In order to improve the

robustness of the context processing and detect affect

accurately from the improvisational inputs without strong

affect indicators and clear target audiences, semantic

interpretation of the social interaction contexts is integrated

with the affect detection processing. In this section,

developments of using latent semantic analysis (LSA) [25]

and its related packages for terms and documents com-

parison to recover the most related discussion themes and

potential target audiences are discussed to benefit affect

analysis in social contexts.

The previous rule-based affect detection implementation

mainly relied on keywords and partial phrases, pattern

matching with simple semantic analysis using WordNet,

etc. However, it is noticed that many terms, concepts and

emotional expressions can be described in various ways.

Especially if the inputs contain no strong affect indicators,

other approaches focusing on underlying semantic struc-

tures in the data should be considered. Thus, latent

semantic analysis is employed to calculate the semantic

similarity between sentences to derive the discussion

themes of such inputs.

Latent semantic analysis generally identifies relation-

ships between a set of documents and the terms they

contain by producing a set of concepts related to the doc-

uments and terms. In order to compare the meanings or

concepts behind the words, LSA maps both words and

documents into a ‘‘concept’’ space and performs compari-

son in this space.

In detail, LSA assumes that there are some underlying

latent semantic structures in the data that are partially

obscured by the randomness of the word choice. This

random choice of words also introduces noise into the

word–concept relationship. LSA aims to find the smallest

set of concepts that spans all the documents. It uses a

statistical technique, called singular value decomposition,

to estimate the hidden concept space and to remove the

noise. This concept space associates syntactically different

but semantically similar terms and documents. These

transformed terms and documents in the concept space are

used for retrieval rather than the original terms and

documents.

In this work, the semantic vector package [26] is

employed to perform LSA, analyze underlying relationships
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between documents and calculate their similarities. This

package provides APIs for concept space creation. It applies

concept mapping algorithms to term–document matrices

using Apache Lucene, a high-performance, full-featured

text search engine library implemented in Java. This

package is integrated with the intelligent agent’s affect

detection component to detect discussion themes by cal-

culating the semantic distances between identified social

improvisational inputs without strong affect signals and the

training documents with clear discussion themes.

In order to perform such semantic comparison, some

sample documents with strong topic themes have to be

collected. Personal emotional articles from the Experience

project are used for this purpose. As mentioned earlier, the

articles from the Experience Web site belong to 12 dis-

cussion categories. In order to improve the robustness of

the system, sample articles close enough to the scenario are

extracted including articles of Crohn’s disease (five arti-

cles), school bullying (five articles), family care for chil-

dren (five articles), food choice (three articles), school life

including school uniform (10 short articles) and school

lunch (10 short articles). Phrase- and sentence-level

expressions implying ‘‘disagreement’’ and ‘‘suggestion’’

have also been gathered from several other articles pub-

lished on the Experience Web site. Thus, training docu-

ments with eight discussion themes are gathered, including

‘‘Crohn’s disease,’’ ‘‘bullying,’’ ‘‘family care,’’ ‘‘food

choice,’’ ‘‘school lunch,’’ ‘‘school uniform,’’ ‘‘suggestions’’

and ‘‘disagreement.’’ The first six themes are sensitive and

crucial discussion topics to the chosen scenarios, while the

last two themes are intended to capture arguments

expressed in multiple ways.

Affect detection from metaphorical expressions often

poses great challenges to automatic linguistic processing

systems.

During the improvisation of the chosen scenarios, met-

aphorical expressions were sometimes used to express

emotions, such as ‘‘The disease turns my life upside

down,’’ ‘‘I’ve been trying to put it out of my mind all day,’’

‘‘My plate is already too full…there aren’t other options’’

and ‘‘You are an angel/dog.’’ Statistical-based approaches

relying on semantic preference violations were employed

to detect food, animal and size metaphors in our previous

work [27]. However, there are also metaphorical expres-

sions that do not indicate semantic preference violations.

Thus, in this research, we aim to employ a semantic-based

approach to focus on the underlying semantic structures in

such language phenomena to detect metaphors.

Therefore, in order to detect a few frequently used basic

metaphorical phenomena, four types of metaphorical exam-

ples published on the Web site http://knowgramming.com

are included in the training corpus. These include cooking

(‘‘It was a half-baked idea’’), family (‘‘The universe is full of

cousins’’), weather (‘‘You are the sunshine of my life’’) and

farm metaphors (‘‘His roots ran deep in the region’’). A group

of ‘‘Ideas as External Entities’’ metaphor examples (‘‘The

whole of my childhood rushed through my head like an

electric train’’) is also borrowed from our ATT-Meta project

databank [28] to enrich the metaphor categories. Individual

files are used to store each type of the metaphorical expres-

sions, such as cooking_metaphor.txt and ideas_metaphor.txt.

All the sample documents of the above 13 categories are

regarded as training files and have been put under one direc-

tory for further analysis.

Overall, 38 full articles are used in total from the

Experience Web site for the construction of the training

corpus with an average length of 585 words per article.

There are another 20 articles from the same Web site used

as sources to extract phrases and sentences indicating

‘‘disagreement’’ and ‘‘suggestions’’ in order to gather the

diversity of such expressions. The average length of these

two training files is 350 words. Each metaphor sample

training file contains sentence-level metaphor examples

belonging to one specific type. They are extracted from

dedicated metaphor resources as mentioned above (the

ATT-Meta databank and the Web site: http://knowgramm

ing.com). The average length of the metaphor training files

is 1,223 words per file. For the LSA-based processing,

command line parameters are used to remove stop words

from the corpus while processing. With default settings, the

semantic vector API generates a LSA concept space with

200 dimensions.

The first example interaction of the Crohn’s disease

scenario mentioned in the above section is used to dem-

onstrate how the discussion themes are detected for those

social inputs with weak or no affect indicators and

ambiguous target audiences.

Since the previous affect detection processing focuses

on affect interpretation from inputs with strong emotion

signals, it provides an affect label for such inputs in the

above example. Those inputs without an affect label

attached directly are those with weak or no strong affect

indicators. Therefore, further processing is needed to

recover their most related discussion themes and identify

their most likely audiences in order to identify implied

emotions more accurately in these social contexts. The

general idea for the detection of discussion themes is pre-

sented in Fig. 2.

The conversational theme detection processing now

starts with conversation 9 from Peter to demonstrate the

topic detection. This input is stored as a separate individual

test file (test_corpus1.txt) in the same folder containing all

the training sample documents of the 13 categories.

The corresponding semantic vector APIs are activated to

create a Lucene index for all the training samples and the

test file. This generated index is also used to create term

Cogn Comput (2012) 4:436–459 443

123

Author's personal copy

http://knowgramming.com
http://knowgramming.com
http://knowgramming.com


and document vectors. In this application context, there are

45 vectors of dimension 200 generated as document vec-

tors and 5,383 vectors of dimension 200 generated as term

vectors. Since LSA aims to map a set of documents and the

terms they contain into a concept space and perform

comparison in this generated space, in this application, the

concept space with document and term vectors is re-cal-

culated each time when a new test file arrives in order to

cover the test input in the concept space and perform

comparison directly.

Various search options could be used to test the gener-

ated concept model. In order to find out the most effective

approach to extract the topic themes of the test inputs,

several experiments were conducted. First of all, rankings

for all the training documents and the test sentence, based

on their semantic distances to a topic theme, are provided.

The system achieves this by searching for document vec-

tors closest to the vector for a specific term (e.g., ‘‘dis-

ease’’). An example partial output is listed in Fig. 3.

In the above outputs, except for the test file test_cor-

pus1.txt (containing conversation 9 from Peter), other lis-

ted files are all from the training corpus taken from the

articles published on the Experience Web site. The values

shown in the first column are the semantic distance values

between each document and the chosen topic theme,

‘‘disease.’’ The system also intends to rank all the files

based on their semantic closeness to the other topic themes

(such as ‘‘bullying,’’ ‘‘disagreement,’’ etc.), but as men-

tioned earlier, there are multiple ways to describe a topic

theme such as ‘‘disagreement’’ and ‘‘suggestion.’’ It affects

the file ranking results more or less if different terms

indicating such themes are used for enquiry. Thus, other

more effective search mechanisms still need to be used to

accompany the above file ranking findings to detect topic

themes.

There is another search algorithm that is able to find

terms most closely related to each document based on the

concept space built earlier. This algorithm has been first

applied to the training corpus to test its efficiency and

findings. According to the first step processing presented in

the above to find the semantic distances to the topic term

‘‘disease,’’ the training document ‘‘crohn4.txt’’ was listed

on the top of the ranking list. However, when this file is

used by this search algorithm to find the terms most closely

related to it, the following outputs presented in Fig. 4 are

returned.

In the above outputs, the most useful disease-related

theme term (such as ‘‘disease’’) has not returned with a top

ranking on the term list, but is listed in the middle. Thus, it

indicates that most related terms are not reliable enough for

automatic processing. Another approach especially suitable

for this application domain is to find the semantic similarity

between documents. All the training sample documents are

taken either from articles under clear discussion themes

within the 12 categories of the Experience project or from

dedicated metaphor sources. The file titles used indicate the

corresponding discussion themes. If the semantic distances

between files, especially between training files and the test

file, can be calculated, then it provides another source of

information for the discussion theme detection. Therefore,

the CompareTerms semantic vector API is used to find out

To create a Lucene index for all the 
training corpus and a test input 

To create a concept space by generating 
term and document vectors 

To search the resulting model and 
derive the discussion themes for the test 

input 

Fig. 2 Procedures for semantic analysis and discussion theme

detection

Fig. 3 Example partial output for searching for document vectors

closest to the vector for a topic theme, ‘‘disease’’

Fig. 4 Example output for finding terms most closely related to a

training document ‘‘crohn4.txt’’
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semantic similarities between all the training corpuses and

the test documents. Part of the example output is presented

in Fig. 5.

The results showed in Fig. 3 indicate the file rankings

based on their semantic similarities to one topic theme

(‘‘disease’’). That is, they indicate how each training file

and the test file are semantically close to a topic term, such

as ‘‘disease.’’ The results presented in Fig. 5 further com-

plement or justify the above outputs in Fig. 3 by calcu-

lating semantic distances between the training documents

and the test user input. That is, the results indicate how the

test file is semantically close to a specific training file.

Thus, if the test user input shows high semantic similarities

to any training documents with clear topic themes (indi-

cated by the training file names), then the system concludes

that the test user input shares the same topic themes as

those of the semantically closely related training docu-

ments. Overall, the results in Figs. 3 and 5 complement

each other to draw a stronger conclusion for topic

detection.

For example, the similarity results in Fig. 5 show there

are two training files (crohn4.txt and disagree1.txt)

semantically most similar to the test file (test_corpus1.txt,

i.e., conversation 9). These two training files, respectively,

recommend the following two most related discussion

themes: ‘‘disease’’ and ‘‘disagreement.’’ In the first step

processing mentioned earlier to find document vectors

closest to that of a topic theme, the test sentence achieves

the best ranking for the ‘‘disease’’ topic theme shown in

Fig. 3 and the second best ranking for the ‘‘bullying’’ topic

theme (results are not presented here). With the integration

of the semantic similarity results between the training

document vectors and the test input presented in Fig. 5, the

processing concludes that conversation 9 from Peter relates

most closely to the following negative topics: ‘‘disease,’’

‘‘bullying’’ and ‘‘disagreement.’’ Also, due to its semantic

closeness to the topic theme ‘‘disagreement,’’ it also most

probably indicates ‘‘disapproval.’’

In a similar way, the conversation theme processing has

identified the following two semantically most similar

training documents to conversation 11 from Janet:

‘‘crohn2.txt’’ and ‘‘bullied3.txt.’’ These two training files,

respectively, recommend the same two discussion themes:

‘‘disease’’ and ‘‘bullying’’ as those for conversation 9 from

Peter. The partial results showing the semantic similarities

between training corpus vectors and conversation 11 are

listed in Fig. 6. Conversation 11 also achieves a top 4

ranking for the enquiry of search for document vectors

closest to the vector for ‘‘disease.’’

Conversation 10 from Arnold contains strong affect

indicators (see italics). The previous affect detection

algorithm labeled it with ‘‘disapproval.’’ Since conversa-

tion 11 did not mention clear target audiences, the topic

themes of conversation 10 from Arnold have to be recov-

ered. The result shows that the most similar training doc-

ument vectors to that of conversation 10 are ‘‘suggestion’’

and ‘‘food related,’’ which are different from the recovered

topic themes of conversation 11. Therefore, as mentioned

above, because of the similar discussion themes between

conversations 9 and 11, it is assumed that Peter is the most

likely target audience of conversation 11 from Janet.

By searching for document vectors closest to the vector

for the discussion theme ‘‘disease,’’ the last input (con-

versation 12) from Matthew shows high semantic closeness

to the topic with a value over 0.65 and a top 4 ranking. The

similarity processing indicates that it is most similar to

‘‘crohn4.txt’’ and ‘‘bullied3.txt’’ in the semantic domain.

Thus, this input is most likely to be a further piece of

discussion aroused by conversations 9 and 11, respectively,

contributed by Peter and Janet, and its most probable target

audiences are Peter and Janet.

In this application domain, the conversation theme

detection using semantic vectors analysis is able to help the

AI agent to detect the most related discussion themes and

therefore to identify the most likely target audiences. It is

believed that these are very important aspects for the

accurate interpretation of emotions in social contexts. It is

also envisaged that the above processing would be really

helpful to distinguish small-talk (task-unrelated discussion)

behaviors and task-driven talk during human agent inter-

action. Thus, it may enable the AI agent to respond more

appropriately during the social interaction. The following

section will focus on the discussion of how affect is con-

cluded for conversations 11 and 12 in the social contexts

using a neural network and affect detection in personal

contexts using a HMM.

Fig. 5 Part of the output of the semantic similarities between training

documents and the test file (conversation 9)

Fig. 6 Part of the results showing the semantic similarities between

training document vectors and conversation 11
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Affect Detection in Personal and Social Contexts

The research of Hareli and Rafaeli [10] has mentioned that

‘‘human emotion is typically studied as a within-person,

one-direction, non-repetitive phenomenon.’’ They also

stated that research has traditionally focused on evolution

of emotional states within one individual given various

stimuli. In this research context, first of all it is also

especially interesting to find out how emotions evolve

within each individual character throughout the improvi-

sation. A hidden Markov model is built based on the

learning of personal emotion evolution of the five human-

controlled characters, respectively, during improvisation.

The HMM is then used to predict the affective implication

for a specific character’s current input if the input is

identified as a personal situation description by the classi-

fier. Furthermore, Hareli and Rafaeli also discussed emo-

tion cycle research on how people react emotionally to the

emotional expressions of other individuals in working sit-

uations. For instance, an angry team leader makes his or

her teammates scared, and the leader feels embarrassed

later on. In the research presented here, such social emo-

tional influence between characters is also modeled, and a

neural network-based approach is produced to predict the

affective implication of a specific character’s current input

if this input is aroused by the social communication context

recognized by the classifier. Discussions of the building of

the HMM-based affect detection in the personal contexts

and neural network-based affect detection in the social

interaction contexts are presented in detail below.

Affect Detection in the Personal Emotion Contexts

HMMs are widely used for speech recognition and pattern

matching. A HMM has both a set of hidden states and a set

of observation states. It is like a finite-state machine but

with the inclusion of not only transition but also observa-

tion (output) probabilities. The hidden states in HMMs are

also interconnected, so that any state can be reached from

any other state. One of the well-known problems HMM

targets is the determination of a best sequence of model

states given an observation sequence. This HMM applica-

tion is thus used to detect affect in personal contexts. In

detail, text inputs contributed by human characters and

observations of the turn taking of the characters are

available. That is, the sequence of character names in the

order of their contribution is observed. However, without

further processing, the emotional implications embedded in

these inputs are unknown. That is, these emotional states

are hidden. The emotional states in the personal emotion

context are also transferable between one another based on

the guidance of personal mood. Therefore, the HMM for

the personal context affect detection is built to find the

most likely hidden emotion state of a particular character

given this character’s previously expressed emotions.

The previously selected five transcripts of the Crohn’s

disease scenario were annotated in order to train the HMM.

Two human judges (not involved in any technical devel-

opment) were employed to mark up the example tran-

scripts. Six hundred inputs with agreed annotations were

used to build the HMM-based affect detection component.

Annotations where they disagreed were discarded. In each

improvisational session, there are altogether five human

characters, that is, the number of distinct observation

symbols (O) per state is five. It indicates that there are five

characters who are able to contribute to an emotional

expression. The number of distinct emotions used for the

annotation of the five example transcripts is regarded as the

number of states in the model. Thus, the 10 distinctive

emotional states used for the annotation are considered as

hidden states (S) in the model. These emotions are the

following: ‘‘neutral,’’ ‘‘approval,’’ ‘‘disapproval,’’ ‘‘angry,’’

‘‘grateful,’’ ‘‘regretful,’’ ‘‘happy,’’ ‘‘sad,’’ ‘‘worried’’ and

‘‘caring.’’ In summary, the states in the HMM affect

detection model refer to the emotions expressed by the

characters. Since there are 10 distinctive emotions

expressed by the characters during the improvisation, the

number of states is 10 in the HMM. Moreover, the obser-

vation symbols correspond to the five characters involved

in each improvisation. The number of distinct observation

symbols per state is thus five.

The initial state probabilities are the probabilities of a

state si being the first state of a state sequence. In this

research context, the prior probability for each emotional

state is set to 1/10, assuming that each emotional state has

an equal opportunity to be used as the initial state of a state

sequence. A special symbol, ‘‘p,’’ is used to represent

initial state distribution, that is, the prior probabilities.

Transition probabilities, represented as A, (aij = P[qt?1 =

j|qt = i]), are the likelihood to transfer from one emotional

state i to another j. The emotion states are thus intercon-

nected with one another with the theoretical assumption

that one emotional state is able to evolve to any emotional

category but with different transition probabilities. The

observation probabilities, represented as B, (bj(k) = P[ot =

vk|qt = j]), characterize the likelihood of a certain obser-

vation vk in state j. In this application domain, given a

specific emotion j, observation probabilities are the likeli-

hood of an individual character vk to imply this emotional

state. In the following discussion, the production of tran-

sition and observation probabilities based on the training

data is presented. The overall HMM is presented in Fig. 7

with S representing states, that is, the 10 emotional states,

O representing possible observations, that is, the five

characters, A indicating state transition probabilities and

B indicating observation probabilities.

446 Cogn Comput (2012) 4:436–459

123

Author's personal copy



In general, the model built for affect detection in per-

sonal contexts has the following features:

• The number of states in the model is 10. The states refer

to a set of frequently used distinctive emotions. Thus,

the states of the model include ‘‘neutral,’’ ‘‘approval,’’

‘‘disapproval,’’ ‘‘angry,’’ ‘‘grateful,’’ ‘‘regretful,’’

‘‘happy,’’ ‘‘sad,’’ ‘‘worried’’ and ‘‘caring.’’

• The number of distinct observation symbols per state is

5. The individual symbols refer to the five characters

involved in one session. Thus, we denote the individual

symbols as V = {v1, v2, v3, v4, v5} = {Peter, Janet,

Arnold, Matt, Dave}.

• The state transition probability distribution is repre-

sented as A = {aij}, where aij = P[qt?1 = j|qt = i].

The probability, aij, indicates the likelihood to transfer

from one emotional state i to another j.

• The observation probability distribution is represented

as B = {bj(k)}, where bj(k) = P[ot = vk|qt = j]). The

probability, bj(k), indicates the symbol distribution in

state j. In this application, it indicates the likelihood for

an individual character vk to imply a specific emotional

state j, that is, P[vk = character|j = emotion].

• The initial state distribution is represented as p = {pi},

where pi = P[q1 = i]. In this application, the start

probability for each emotional state is set to 1/10,

assuming that each emotional state has an equal

opportunity to be used as the initial state of a state

sequence.

In the following, we discuss the specification of the

transition and observation probability measures, A and B,

using the 600 training inputs.

Although the human characters are allowed to be crea-

tive in their improvisation, the emotion changes within a

specific role show similar inclination to some degree. For

example, the sick leading character, Peter, may constantly

feel stressful about his life-changing operation. The Dad

character, Arnold, may frequently feel embarrassed and

avoid the discussion about Peter’s illness in public. The

mom character, Janet, often seems very protective and

wants what is best for Peter. Matthew and Dave provide

their constant support to Peter’s decision, but Matthew is

more against the operation idea. In order to build an

effective emotion evolution model, all the human charac-

ters’ personal emotion changes in the selected five example

transcripts are analyzed. It is also believed that the

improvisation reveals only partial aspects of one normal

human-like character designated by his or her role-play. In

other words, different role-play represents how one normal

character behaves or responds under different circum-

stances. Therefore, in order to make the HMM capable

enough to predict affect in the personal emotional contexts

for each character, the emotion changes for all the human

characters are taken into consideration for the emotion

transition probability production. The 600 example inputs

with agreed annotations were used for the training of the

HMM to gain transition and observation probabilities.

Transition occurrences between nine emotional states

and neutral and between the nine emotions themselves are

collected for each individual character. For example, in the

first example interaction in Sect. ‘‘Classification of Per-

sonal and Social Contexts,’’ the change of Matthew’s

personal emotion is borrowed to give an example. From

Matthew’s first input to his second input (conversation 4),

he implies ‘‘disapproval’’ and ‘‘sad,’’ respectively; thus, the

training processing increments the transition occurrence

counter from ‘‘disapproval’’ to ‘‘sad.’’ Similarly, the pro-

cessing increments the counter of the frequency of emotion

transition from ‘‘sad’’ to ‘‘disapproval’’ based on his second

(conversation 4) and third (conversation 7) inputs. In this

way, emotion transition occurrences between each pair of

emotions are collected from each personal context.

The occurrences are then used to produce emotion

transition probabilities between each pair of emotions for

each individual character. In detail, a transition probability

for one specific character is produced using the transition

occurrence from one emotion to another divided by the

sum of emotion transition occurrences between this emo-

tion and all emotional states for this specific character.

Then, averaged transition probabilities between each pair

of emotions stored in a 100-element matrix are produced as

the transition probabilities, A, for the HMM of the personal

emotion evolution. Some example transition probabilities

are listed in Table 3.

As discussed earlier, observation probabilities, B, are the

likelihood of an individual character vk to imply a specific

emotional state j, that is, P[ot = character vk|qt = emotion

j]. As mentioned above, each role-play has also revealed

inclinations toward particular emotional expressions

although the improvisation is creative. In other words, a

Fig. 7 The HMM for emotion detection in personal contexts
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particular character tends to experience several types of

emotions more than other categories of emotions deter-

mined by this character’s specific role. For example, Peter

is constantly ‘‘sad’’ and ‘‘worried’’ about his ill health and

the stressful decision making about his treatment. The sick

character shows ‘‘happiness’’ only occasionally. Arnold

tends to feel ‘‘embarrassed’’ about Peter’s disease and is

constantly in ‘‘disapproval’’ of the discussion topics, while

Janet often reveals her ‘‘anger’’ toward Arnold and ‘‘car-

ing’’ about Peter’s condition. Such phenomena determine

differences in the observation probabilities of each char-

acter showing different categories of emotions. For

example, given the ‘‘sad’’ emotional state, Peter has higher

observation probabilities to show this emotion than other

characters, while given the ‘‘embarrassed’’ emotional state,

the observation probability of Arnold is higher than other’s.

The observation probabilities are produced in the following

way using the 600 example inputs with agreed annotations.

For a specific character, the training processing gathers the

occurrences of each of the ten emotions expressed by this

character across all the selected training transcripts. Then,

the above occurrences of each emotion for each character

are divided by the frequencies of each emotion expressed

overall, that is, across all characters, to produce the

observation probabilities. In this way, given the ten emo-

tional states, observation probabilities of each character

showing these emotions are produced. Table 4 shows some

obtained observation probabilities for each character.

After the determination of transition and observation

probabilities, the training algorithm provides the overall

model k = (A, B, p). As discussed earlier, if given an

observation sequence and the built model k, the test stage

needs to find the most likely state sequence. In other words,

if an observation sequence of recently speaking characters’

names is provided, the task is to derive the optimal state

sequence of emotions. However, as mentioned earlier,

emotional implications of the inputs with strong emotional

indication have been firstly detected by the original affect

detection module. When the original affect sensing com-

ponent fails to interpret the inputs without strong clear

affect indictors, the naı̈ve Bayes classifier is used to

determine whether the input is caused by social interaction

or limited to the description of the personal situation. If it is

a personal context input, then this HMM-based affect

detection is activated to predict affect. Thus, in this

application context, the state sequence of emotions is not

totally hidden but partially derived by the original affect

interpretation component with the last state of emotion

unrevealed. The model k needs to find the most likely last

state of emotion given an observation sequence of recently

speaking characters and the corresponding derived partial

emotional state sequence. On the basis of the Viterbi

algorithm [29], to find the most likely state sequence of

emotion for the given observation sequence, it is assumed

that the best score along a single path at time t, dt(i), is

achieved, which accounts for the first t observations and

ends in state i. In order to reveal the optimal state sequence,

the next emotional state j that maximizes the following

Eq. 1 needs to be found.

dtþ1ðjÞ ¼ max
i

dtðiÞaij

� �
bjðotþ1Þ ð1Þ

The second example interaction in Sect. ‘‘Classification

of Personal and Social Contexts’’ is used to illustrate how

the model k is used to predict affect in the personal

emotion contexts. Previously, conversations 4 and 5 were

classified as Peter’s personal situation descriptions. Then in

this example, the HMM focuses on the emotion changes of

the Peter character. The Peter character also had another

input beforehand, conversation 3 with emotion indication

‘‘grateful.’’ In order to predict affect for conversation 4, the

observation sequence is [Peter (conversation 3), Peter

Table 3 Transition

probabilities, A, of the HMM for

personal emotion evolution

(10 9 10)

Neutral Approval Disapproval … Caring

Neutral 0.276316 0.144737 0.236842 … 0.118421

Approval 0.234043 0.234043 0.276596 … 0.0638298

Disapproval 0.188406 0.130435 0.362319 … 0.101449

… … … … … …
Caring 0.16129 0.129032 0.354839 … 0.193548

Table 4 Observation

probabilities, B, for each

character showing the ten

emotional states (10 9 5)

Peter Janet Arnold Matt Dave

Neutral 0.32857 0.08571 0.12857 0.24286 0.21429

Approval 0.45652 0.26087 0.04348 0.08696 0.15217

Disapproval 0.30137 0.13699 0.23288 0.13699 0.19178

… … … … … …
Caring 0.06667 0.33333 0.23333 0.2 0.16667
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(conversation 4)], while the partial state sequence is

[grateful (conversation 3)]. On the basis of the Viterbi

algorithm, to find the most likely state sequence of emotion

for the given observation sequence, it is assumed that the

best score dt(i) ([grateful (conversation 3)]) along the path

that accounts for the first observation of Peter’s

conversation 3 is already achieved. In order to reveal the

optimal state sequence, the model needs to find the next

emotional state that maximizes the output of the Eq. 1.

Since the revealed last best state of emotion is ‘‘grate-

ful,’’ according to the transition and observation probabil-

ities in Tables 3 and 4, the model retrieves the transition

probability from ‘‘grateful’’ to each emotion aij and mul-

tiplies it with the observation probability for Peter to show

a specific emotional state bj(Ot?1 = Peter). The emotional

state, which results in the maximum value of aij 9

bj(Ot?1 = Peter), is regarded as the optimal state. On the

basis of such a perspective, ‘‘neutral’’ is revealed as the

optimal next state which produces the best state sequence

following the preceding ‘‘grateful’’ emotion. The model

thus annotates conversation 4 from Peter as ‘‘neutral.’’

Similarly for the affect prediction for conversation 5,

given the observation sequence: [Peter (conversation 3),

Peter (conversation 4), Peter (conversation 5)], the partial

state sequence, [grateful (conversation 3), neutral (con-

versation 4)], has achieved the best score so far. The model

is again used to find the next best state that maximizes the

results of aij 9 bj(Ot?1). With the preceding emotion as

‘‘neutral,’’ the next most likely emotion is also predicted as

‘‘neutral.’’ Therefore, conversation 5 shows ‘‘neutral’’

implication.

The implementation of the above HMM-based affect

detection follows tutorials of example applications, such

as http://www.run.montefiore.ulg.ac.be/*francois/softwa

re/jahmm/ and http://webdocs.cs.ualberta.ca/*lindek/hm

m.htm to ensure its accuracy. The transition and observa-

tion probabilities are stored in two individual files, and

their values are read in dynamically at run time. Any test

set with one observation sequence and a partial state

sequence is also stored in an individual file and used as

another input to the HMM. The model then calculates the

most optimal emotion state using the Viterbi algorithm as

the output.

In order to test the performance of a machine learning

approach, normally it would be ideal if a large represen-

tative sample is used to train the model and another inde-

pendent large representative sample is employed to test the

model. However, when the amount of (labeled) data is

limited such as the case in this application domain, hold-

out validation is one of the suitable methodologies that can

be used to evaluate the generalization performance of the

chosen machine learning approach. Generally, it reserves a

certain amount of data for testing and uses the remainder

for training, that is, the test data are held out and not used

during training. In the HMM-based affect detection in

personal contexts, the annotated data available for each

chosen scenario were also classified into two sets: the

training and test sets. For each scenario, there was no

overlapping between the training and test data for the

development and evaluation of the HMM-based affect

detection. That is, no data used at the training stage were

also employed in the test set in one running cycle. Thus,

hold-out validation was used to evaluate the generalization

performance of the HMM-based affect detection.

The drawback of the hold-out method is that it does not

employ all the data available when training cannot afford

to set aside a portion of the dataset for testing. Also, the

evaluation results rely heavily on the training and test data

split. Such problems can be partially solved by the repet-

itive running of the hold-out method multiple times. The

results obtained from the multiple applications of the hold-

out method could be then averaged to produce the final

evaluation result. This evaluation process is also known as

the repeated hold-out method, which makes the estimated

results more reliable.

Moreover, standard deviation in statistics has been used

to indicate variability of a population, that is, how much

variation exists from the average or an expected value. A

low deviation indicates that the data elements tend to be

close to the average, while a high deviation implies that the

elements are spread out over a large range of values. Thus,

the standard deviation of the performance results such as

precision scores obtained from the iterative runs of the

hold-out method can also indicate the stability of the sys-

tem. This also gives a good indication of the possible

results of k-fold cross-validation. Therefore, based on the

above discussions, a simple repeated hold-out validation is

employed to evaluate the performance of the model using

the annotated transcripts of the Crohn’s disease scenario.

Moreover, in future work, k-fold cross-validation will also

be used in order to further evaluate the performance of the

HMM-based reasoning.

Generally, the HMM-based affect detection in personal

contexts used a basic supervised learning HMM. The

model used 600 inputs from the Crohn’s disease scenario at

the training stage in order to gain transition and observation

probabilities and employed 170 examples from three dif-

ferent transcripts of the same scenario to measure the

performance of the HMM at the initial testing stage. Then

in order to perform another two iterations of the hold-out

validation, first the test set with 170 examples was

exchanged with 170 inputs embedded in the previous 600

training examples. Thus, the second test was conducted

using the updated training (430 inputs from the previous

training set ? 170 examples from the previous test set) and

test sets (the 170 inputs from the previous training set). In a
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similar way, another new test set of 170 inputs from the

original training data was also used to conduct the third

hold-out validation to identify the HMM’s stability.

In order to further evaluate the robustness of the system,

another 250 examples extracted from another testing scenario,

the school bullying,2 were used to provide further training of

the HMM-based affect detection gained from the initial

training using the original 600 inputs of the Crohn’s disease

scenario in order to obtain updated transition and new obser-

vation probabilities. A further test with 130 new testing

samples with 83 inputs from the school bullying scenario and

47 inputs from articles borrowed from the Experience Web

site was done to evaluate the systems’ robustness.

The HMM generally achieves promising affect detection

results (see Sect. Evaluations for details) and reveals

affective inclination of individual characters using their

personal emotion history. It is also crucial to find out how

emotions of characters are affected by social communica-

tion contexts and to model such effects. Thus, the next

section will discuss the development of a neural network-

based approach with the consideration of interpersonal

relationships, emotions implied by potential target audi-

ences in their most recent inputs and sentence types in

order to interpret affect in social interaction contexts.

Affect Detection in the Social Interaction Contexts

The cognitive emotion research of Hareli and Rafaeli [10]

pointed out that ‘‘one person’s emotion is a factor that can

shape the behaviors, thoughts and emotions of other peo-

ple.’’ They also believed that ‘‘emotions may affect not

only the person at whom the emotion was directed but also

third parties who observe an agent’s emotion.’’ In this

application context, one character’s manifestations of

emotion can also thus influence others (e.g., see conver-

sations 11 and 12 in the first example interaction in Sect.

‘‘Classification of Personal and Social Contexts’’).

Research of Wang et al. [30] also discussed that feedback

of artificial listeners can be influenced by interpersonal

relationships, personalities and culture. For example, if two

characters share positive relationships and one of them

experiences ‘‘sad’’ emotion, then it is more likely the other

character responses with an empathic response of sadness.

Otherwise if they have a negative relationship, then the

other character is more inclined to show a gloating

response of happiness. Thus, such interpersonal relation-

ships (such as positive (friendly) or negative (hostile or

tense) relationships) are employed to advise the affect

detection in the social contexts.

In the first example interaction in Sect. ‘‘Classification

of Personal and Social Contexts,’’ the topic theme pro-

cessing has identified that the most likely audience of

conversation 11 from Janet is Peter. Especially in Peter’s

previous input (conversation 9), the family role ‘‘mom’’

used also indicated Peter started the conversation with

Janet in the first place. The input of conversation 11 is

aroused by such social interaction. The above topic theme

detection also noticed that in conversation 10, Arnold

‘‘suggested’’ a topic change. Instead of following on the

previous discussion theme, Arnold switched to the food-

related topic. This also potentially shows less interest or

indifference to the discussion of the previous ‘‘disease’’-

related topic suggested by Peter. Thus, conversation 10

may indicate a ‘‘negative’’ emotion by avoiding or showing

less interest in the previous discussion theme. The original

version of the affect detection without any contextual

analysis has also interpreted conversation 10 showing

‘‘disapproval.’’

The topic theme detection also reveals that conversation

11 from Janet is mainly related to negative topics such as

‘‘disease’’ and ‘‘bullying.’’ Therefore, the target audience

of conversation 11 from Janet is not Arnold but Peter. Peter

showed ‘‘disapproval’’ in the most recent input (conver-

sation 9). This indicates that the most related context to

conversation 11 is a ‘‘negative’’ context. Moreover, as

mentioned in the Introduction, Rasp was used to obtain

sentence type information for each user input in the pre-

processing. Thus, the Rasp parser outputted a ‘‘conjunc-

tion’’ sentence type for conversation 11 and ‘‘but’’ is the

conjunction word. Such a conjunctive phrase is often used

to express a contradictory opinion or another point of view.

Moreover, the mom character, Janet, wants what is best

for Peter and has a positive relationship with the sick

leading son character, Peter. Thus, Janet’s emotion can be

detected purely based on the linguistic feature of conver-

sation 11 without any emotion influences caused by other

factors. That is, Janet is more likely to provide another

point of view under the above ‘‘negative’’ discussion theme

by showing ‘‘disapproval’’ to Peter’s previous point of

view. Thus, conversation 11 is more likely to indicate

‘‘disapproval.’’ If Peter and Janet shared a negative rela-

tionship and Peter showed a negative emotion in the most

recent input, then Janet either may behave with a gloating

response of ‘‘happiness’’ or may respond with an ‘‘outra-

geous’’ emotion. A neural network implementation is used

to perform such reasoning with the consideration of rela-

tionships, emotions implied by target audiences and sen-

tence types to detect affect in the social interaction

contexts.

For the input of conversation 12 from Matthew, the

Rasp parser also implied that its sentence type is a question

sentence. In English, the expression of question sentences

2 The bully, Mayid, is picking on a new schoolmate, Lisa. Elise and

Dave (Lisa’s friends), and Mrs Parton (the school teacher) are trying

to stop the bullying.
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is very diverse. Most of them will require confirmation or

replies from other characters, while there is a small group

of question sentences that do not really require any replies,

that is, rhetorical questions. Such questions (e.g., ‘‘What

the hell are you thinking?’’ ‘‘Who do you think you are?’’

‘‘How many times do I need to tell you?’’ ‘‘Are you

crazy?’’) encourage the listener to think about what the

(often obvious) answer to the question must be. They tend

to be used to express dissatisfaction. In the original rule-

based affect detection component, phrases and idioms

stored in the knowledge base were used for the detection of

rhetorical questions. In this application domain, in order to

go beyond pattern matching and keyword spotting, the

affect detection component especially detects such rhetor-

ical questions using latent semantic analysis based on

Rasp’s initial analysis of the sentence type information.

Two training documents for question sentences are con-

structed: one with normal question sentences and the other

with rhetorical questions. The semantic vector API is used

to perform semantic similarity comparison between the two

training document vectors and conversation 12 from Mat-

thew. The output is shown in Fig. 8.

The above results indicate that conversation 12 is

regarded as a rhetorical question, which implies dissatis-

faction. The topic theme detection previously reveals that

the discussion themes of conversation 12 are also ‘‘dis-

ease’’ and ‘‘bullying’’ related and its most likely target

audiences are ‘‘Peter’’ and ‘‘Janet.’’ Both Peter’s and

Janet’s most recent inputs are regarded as the most related

social context to the last input from Matthew. Since Peter

and Janet both implied negative emotions in their most

recent inputs, conversation 12 is embedded in a negative

interaction context. According to the scenario, Matthew

also has a positive relationship with Peter and he believes

that Peter will be bullied because of the side effect of the

operation. Thus, he is against the operation idea. On the

contrary, Janet wants Peter to have the operation. There-

fore, Matthew and Janet have a tense relationship. More-

over, as mentioned earlier, conversation 12 is a rhetorical

question reflecting dissatisfaction by itself. In such a neg-

ative interaction context and with a comparatively tense

relationship with one of the target audience characters,

Matthew is more likely to express ‘‘anger’’ in conversation

12.

The above interpretation of emotional influence between

characters with the consideration of their interpersonal

relationships, recent emotions of target audiences and

sentence types has been implemented by Backpropagation,

a supervised neural network algorithm. Neural networks

are generally well known for classification tasks and pat-

tern recognition. Backpropagation is also one of the most

classic supervised neural network algorithms. It is chosen

due to its promising performances and robustness of the

modeling of the problem domain. The affect detection in

social contexts intends to use this neural network imple-

mentation to accept the sentence type of the current input,

most recent emotions of the current input’s potential target

audiences, and averaged relationship values between the

target audiences and the speaking character as inputs. The

number of target audience members could range from one

to four for one social input in one drama improvisation

session with altogether five characters. The output will be

the most probable emotion implied in the current input

expressed by the speaking character. Since in this appli-

cation context, multiple layer perceptions are trained by

Backpropagation and such an application does not have

much to do with neurons, AI experts in the field also call

such systems ‘‘connectionist systems.’’ But in this paper,

neural networks will be used throughout for the sake of the

general audiences to avoid confusion.

Moreover, a single hidden layer can approximate any

continuous functions. Therefore, a model with one single

hidden layer is chosen for this application. The three-layer

topology of the neural network includes one input, one

hidden and one output layer, with six nodes in the input

layer and 10 nodes, respectively, in the hidden and output

layers. The six nodes in the input layer indicate the most

recent emotional implications expressed by up to four

target audiences, an averaged interpersonal relationship

and sentence type information. Three values are used to

define relationships: 1 for a positive relationship, 0 for a

neutral relationship and -1 for a negative relationship. An

average relationship value will be calculated and used as

one input to the neural network if the user input has more

than one potential target audience.

Although in English, there are only four main sentence

types (declarative, interrogative, imperative and condi-

tional sentences), the neural network implementation con-

siders eight types of sentences including declarative,

declarative with conjunctions ‘‘and’’ or ‘‘but,’’ exclama-

tory, imperative, conditional, normal question and rhetor-

ical question sentences. The sentence type information is

used as one input to the neural network. Thus, values

ranging from 0.1 to 0.8 are used to, respectively, represent

each of the above eight sentence types, that is, declarative

(0.1), declarative with conjunctions ‘‘and’’ (0.2) or ‘‘but’’

(0.3), exclamatory (0.4), imperative (0.5), conditional

(0.6), normal question (0.7) and rhetorical question (0.8)

sentences. Up to four emotions implied by the intended

audiences are also used as inputs to the network. We assign

values ranging from 0 to 1 to represent each of the 10
Fig. 8 Semantic similarities between the training question docu-

ments and the test document
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emotions. According to their distances to ‘‘neutral,’’

happy = 0.1, grateful = 0.2, caring = 0.3, approval =

0.4, neutral = 0.5, regretful = 0.6, disapproval = 0.7,

sad = 0.8, worried = 0.85 and angry = 0.9. Other ways of

assigning values for emotion inputs (e.g., all values for

emotions are distributed between -1 and 1 with positive

values assigned for positive emotions and negative values

assigned for negative emotions) were also attempted,

which produced exactly the same results, that is, recom-

mending the same emotional indication. If there are less

than four target audiences available for a conversational

input, the value for the neural emotion (0.5) is used to

represent the emotion of an unintended audience with the

intention of not providing any emotional influence to the

speaking character. Finally, the 10 nodes in the output layer

represent the 10 output emotions.

The 600 example inputs with agreed annotations

extracted from the selected five example transcripts of the

Crohn’s disease scenario are also used for the training of

the neural network. The training data are generated in the

following way. Potential target audiences of each input

have been identified by two human judges. The most recent

emotions implied by the identified audiences have been

collected as input values for the neural network. Scores for

interpersonal relationships between characters are pre-

defined. For example, Arnold has a tense relationship (-1)

with Peter but a medium relationship (0) with Matthew and

a positive relationship (1) with Janet, and so on and so forth

for other characters. Then, an average relationship score is

produced. Sentence type information is obtained using

Rasp for each input. The subsequent emotion experienced

by the speaking character is used as the expected output. A

sequence consisting of up to four emotion values, a score

for relationship interpretation and a sentence type score is

regarded as one element of training data. In this way, 553

training data elements are used to train the Backpropaga-

tion algorithm. Standard error functions of Backpropaga-

tion are used to calculate errors in the output and hidden

layers. Then they are, respectively, used to adjust the

weights from the hidden to output layer and the weights

from the input to hidden layer.

In order to maintain the algorithm’s generalization

capabilities, the training algorithm minimizes the changes

made to the network at each step. This can be achieved by

reducing the learning rate. Thus, by reducing the changes

over time, the training algorithm reduces the possibility

that the network will become over-trained and too focused

on the training data. After the neural network has been

trained to reach a reasonable average error rate (less than

0.05), it is used for testing to predict emotional influence of

other participant characters toward the speaking character

in the test interaction contexts.

In the above example interaction discussed at the

beginning of this section, for the emotion detection of the

input of conversation 11, the following sequence is used as

the inputs to the Backpropagation algorithm:

1. The most related emotion context: ‘‘Disapproval (0.7)

(implied in conversation 9 from the target audience,

Peter), null (0.5), null (0.5) and null (0.5).’’ ‘‘0.5’’ is

used to represent emotion values of other non-target

audiences.

2. Relationship: ‘‘1’’—Peter and Janet share a positive

relationship.

3. Sentence type: ‘‘conjunction_but (0.3)’’—a conjunc-

tion type with a ‘‘but’’ phrase.

The neural network uses the above as inputs and outputs

‘‘disapproval’’ as the implied emotion in conversation 11

from Janet.

Similarly, for the input of conversation 12 from Mat-

thew, the following sequence is used as the inputs to the

Backpropagation algorithm:

1. The most related emotion context: ‘‘Disapproval (0.7)

(implied in conversation 9 from one target audience

member, Peter) and disapproval (0.7) (implied in

conversation 11 from another target audience member,

Janet), null (0.5) and null (0.5).’’

2. Relationship: ‘‘1’’: Peter and Matthew have a positive

relationship; ‘‘-1’’: Janet and Matthew have a tense or

negative relationship. The average value is: (1–1)/2 = 0.

3. Sentence type: ‘‘rhetorical_que (0.8)’’: a rhetorical

question type.

Then it outputs that Matthew is most likely to be

‘‘angry.’’

Another three transcripts of the Crohn’s disease scenario

have also been used for the testing of the neutral network-

based reasoning. Two human judges are also used to pro-

vide affect annotation of the test example inputs. One

hundred and ninety emotional contexts with agreed affect

annotation are extracted in a similar way to evaluate the

performance of the Backpropagation algorithm. Each

emotional context consists of the affective states expressed

by target audience human characters in their most recent

inputs. Character relationships and sentence type scores are

also appended after these emotional contexts. They will be

used as the inputs to the neural network to predict their

influence to the emotion of the subsequent speaker. The

output of the network is then used to compare with the

human judges’ annotation of the current speaker’s input.

One hundred and sixty example inputs from the school

bullying scenario are also used to evaluate the robustness

of the neural network-based affect detection. Evaluation

details are presented in Sect. ‘‘Evaluations.’’
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Evaluations

The architecture for the context-based affect analysis has

been illustrated in Fig. 9.

The overall system employs a client and server archi-

tecture and is implemented in Java. Human actors, the

intelligent agent and the human director work through

software clients connecting with the server. Clients com-

municate using XML stream messages via the server,

which is usually remote from the terminals, which may

themselves be remote from each other. Terminal server

communication is over the Internet using standard brows-

ers. The intelligent agent is implemented as a Java client.

Figure 10 gives an overview of the control of the expres-

sive characters. Users’ text input is analyzed by the AI

agent in order to detect affect in the text. The output is an

emotion label with intensity derived from the text. This is

then used in two ways. Firstly, it is used by the minor

character played by the AI agent to generate a response.

Secondly, the label and the intensity are sent to the emo-

tional animation system (via an XML stream) where they

are used to generate animation.

The context-based affect detection will only be activated

if the user inputs contain weak or no obvious strong affect

indicators. The component is implemented in the following

way. As mentioned previously, Weka’s API for the Bayes

classifier has been called by the AI agent to classify per-

sonal and social situation descriptions. If inputs are rec-

ognized as social discussion contexts, then semantic vector

APIs are activated to detect their topic themes and identify

their potential target audiences. Finally, the neural network

Java class or HMM Java class is used to detect affect for

inputs representing either social communication contexts

or personal mood descriptions.

The detected affective states in the user’s text input and

the AI agent’s responses to other characters have been

encoded in an XML stream, which is sent to the server by

the AI agent. Then, the server broadcasts the XML stream

to all the clients, so that the detected affective states can be

picked up by the animation engine to contribute to the

production of 3D gestures and postures for the user-con-

trolled avatars. The overall affect detection component

works in real-time applications. Although the animation

sometimes showed a little delay, the overall affect detec-

tion processing achieved reasonable performance and

provided the detected affect and the AI agent’s responses

within 300–610 ms or in approximately 500 ms on average

with the following type of processor: Intel(R) Core(TM)2

Duo CPU T9500 @2.60 GHz 2.60 GHz. The detailed

average computational time for each component is pre-

sented in Table 5 for 30 random example runs. Generally

Social context 

Personal context 

One user input with weak or no strong 
affect indicators 

Bayes classifier to identify if the input belongs to a 
personal situation description or it is a response 

caused by social interaction contexts 

HMM-based affect 
detection 

Identify its discussion themes 
and potential target audiences  

Neural network-based 
affect detection 

The detected affect 

Fig. 9 The context-based affect detection processing

Fig. 10 Affect detection and the control of characters
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in order to recover standard user inputs, the pre-processing,

which uses lexicon and slang online dictionary and other

algorithms (such as Levenshtein distance algorithm) to deal

with acronyms, abbreviations and misspellings, took the

longest processing time of the components. It is followed

by the HMM-based affect detection processing taking

203 ms on average for the 30 example runs and the neural

network-based affect reasoning with an average computa-

tional time of 133 ms.

User testing was conducted previously with 200 British

secondary school students to evaluate the affect detection

component and the AI agent’s performance. Subjects were

14–16-year-old students at Birmingham and Darlington

UK schools. Forty students were chosen by each school for

the testing. There was no control of gender. Four-two-hour

sessions took place at each school, each session involving a

different set of ten students.

Briefly, the methodology of the testing is that we had

each test subject having an experience of both scenarios,

one including the AI minor character only and the other

including the human-controlled minor character only. After

the testing sessions, users’ feedback via questionnaires and

group debriefings was obtained. Improvisational transcripts

were automatically recorded to allow further evaluation.

The fact that the AI agent was involved in some sessions

was concealed in order to have a fair test of the difference

that was made. The scenarios used for the testing were

Crohn’s disease and school bullying. The AI agent nor-

mally played a close friend (called ‘‘Dave’’) to the bullied

victim or a sick leading character. Surprisingly, good

results were obtained from the test subjects regarding the

AI agent’s performance. Having a minor bit-part character

called ‘‘Dave’’ played by the AI agent as opposed to a

person made no statistically significant difference to mea-

sures of user engagement and enjoyment, or indeed to user

perceptions of the worth of the contributions made by the

character ‘‘Dave.’’ Users did comment in debriefing ses-

sions on some utterances of Dave’s, so it was not that there

was a lack of effect simply because users did not notice

Dave at all. Furthermore, it surprised us that few users

appeared to realize that sometimes Dave was computer-

controlled. It is stressed, however, that it is not an aim of

the work to ensure that human actors do not realize this.

Evaluation of the Classification of Personal and Social

Contexts and General Affect Detection Performance

The previously recorded transcripts were taken to evaluate

the efficiency of the updated affect detection component

with contextual inference. In order to evaluate the perfor-

mances of the naı̈ve Bayes classifier for the categorization

of the personal situation descriptions and the social inter-

action contexts, another three transcripts of the Crohn’s

disease scenario were used. Two human annotators were

employed to classify the two types of contexts for the

testing transcripts. Three hundred and fifty inputs with

agreed categorization were used for the evaluation of the

naı̈ve Bayes classifier with 150 inputs for personal state-

ments and 200 for the social context descriptions. Three

example articles about personal emotional experience were

also taken from the category of ‘‘Family & Friends’’ in the

Experience project Web site. Each article was regarded as a

sentence-by-sentence description of a personal emotional

experience. Annotators selected another 50 example sen-

tences of personal situation descriptions. Thus, in the test

set, there were 200 examples provided for each type of the

context. These agreed categorizations were also used as

gold standards in the experiment. A keyword spotting rule-

based baseline system was also chosen to perform the same

classification task. Table 6 shows the detailed measure-

ment of the classifier and the baseline system.

Generally, the baseline system has 73 % examples

correctly classified, while the naı̈ve Bayes classifier cor-

rectly identifies 92 % of examples. Briefly, precision

indicates the exactness of a classifier. A higher precision

implies less false positives. Recall measures the com-

pleteness with a higher recall, indicating less false nega-

tives. In Table 6, the naı̈ve Bayes classifier generally

achieves higher values in both precision and recall. Thus,

Table 5 Computational time for affect detection processing

Processing Average processing time based

on 30 example runs (ms)

Pre-processing (abbreviation,

interjection, spelling checking)

252

Jess rule-based reasoning 86

Weka API for naı̈ve Bayes

classifier

15

Discussion theme detection 45

HMM-based affect detection 203

Neural network-based affect

detection

133

Table 6 Evaluation results of personal and social context

categorization

Precision Recall F-measure

Baseline

The personal context 0.707 0.784 0.744

The social context 0.765 0.684 0.722

Naı̈ve Bayes classifier

The personal context 0.943 0.892 0.917

The social context 0.9 0.947 0.923
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the classifier achieves very promising results for the cate-

gorization of the two types of contexts. Classification errors

occurred for the processing of the inputs with third-person

subjects such as ‘‘that’s it’’ and ‘‘it is for the good.’’ Some

of them are responses or convey judgment in social com-

munication. However, the classifier recognized them as

personal situation descriptions. We noticed that such

type of inputs challenged the classifier the most since there

were expressions from both personal and social contexts

employing such third-person pronouns. Future work needs

to focus on such third-person expressions in order to

improve the modeling of both contexts.

In order to provide some initial evaluation for the

HMM-based affect detection for the personal context

descriptions and the neural network-based affect detection

for the social interaction contexts, two human judges are

employed to provide affect annotation of the test 400

examples. The inputs with agreed annotations have also

been used as gold standards to measure the performance of

the HMM-based affect detection in personal contexts and

the neural network-based affect detection in social con-

texts. A third human judge will also be employed in future

work to further justify the annotation of the test set and

remove any ambiguity, so that more inputs from the test set

can be used to measure the system’s performance.

First of all, in order to verify the efficiency of the new

developments, the annotations of the 400 example inter-

actions provided by the two human judges were used to

produce Cohen’s kappa inter-annotator agreement for the

overall affect detection performance with the new devel-

opments. That is, inter-annotator agreements will be cal-

culated between human judges and the updated affect

detection processing and between human judges them-

selves to indicate the system’s performance. Moreover,

Cohen’s kappa is a statistical measurement of inter-anno-

tator agreement. It provides robust measurement by taking

the agreement occurring by chance into consideration. It is

also generally considered as a conservative measure of

agreement and more robust than simple percent agreement

calculation. It is also widely used in the linguistics field to

measure the inter-annotator agreement. Thus, it is used as

an effective channel to measure the performance of the

system presented here.

Since 10 emotions were used for annotation and the

annotators may not experience exactly the same emotions

as the test subjects did, it led to low inter-annotator

agreement between human judges. The inter-annotator

agreement between human judge A/B is 0.53. While the

old version of the affect detection without any contextual

inference achieves 0.36 in good cases, the new version

achieves inter-annotator agreements with human judge

A/B, respectively, 0.46 and 0.48. The updated affect

detection component achieves inter-annotator agreements

generally fairly close to the agreement level between

human annotators themselves. A detailed inspection of the

annotated test transcripts by the new version of the AI

agent also indicates that many expressions regarded as

‘‘neutral’’ by the previous version have been annotated

appropriately as emotional expressions.

Evaluation of the HMM-based and Neural

Network-based Affect Detection

Moreover, in order to provide initial evaluation results for

the HMM-based affect detection, the human judges’ pre-

vious annotations have also been converted into three

emotion labels: positive, negative and neutral. Cohen’s

kappa is also produced to measure the human annotators’

inter-annotator agreement: 0.83. Then, 360 inputs with

agreed annotations are used as gold standards. Among

the 360 examples, 170 examples are used to measure the

performance of the HMM for the emotion prediction in

the personal contexts with 190 used for the evaluation of

the neural network to predict emotion in the social

contexts.

Generally, there were three iterations of the hold-out

validation conducted in order to evaluate the HMM’s

performance and robustness. The first test used these 170

personal context inputs mentioned above. These 170

examples have 50 % negative inputs, 32 % neutral and

18 % positive ones. Also, as mentioned earlier, the HMM-

based affect detection has the following topology. It

regards the 10 distinctive emotions used in the annotation

as its 10 states and uses five characters involved in each

session as its five distinct observation symbols per state.

The affective annotations achieved by the HMM-based

affect detection are also converted into solely positive and

negative. In order to perform a second hold-out validation,

170 inputs in the original training set were also exchanged

with the 170 inputs in the above test set and used as

the new test inputs. Thus, the above test set together with

the remaining of the training inputs was employed as the

updated training data. Subsequently, a third hold-out vali-

dation was also performed in a similar way with another

new test set of 170 inputs from the original training data for

testing and the rest of the training data together with the

original test set used for training. Then, the results obtained

from these three iterations are averaged to produce overall

results for the HMM-based affect detection in personal

contexts shown in Table 7.

A baseline system has been built using simple Bayesian

networks in order to further measure the HMM-based

affect detection. The Bayesian networks have the following

topology: The two most recent experienced emotions of a

speaking character are used as inputs, and the output will

be the predicted affect of the current input of the same
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speaker. Training was also conducted for the baseline

system with 250 training examples. Table 7 shows the final

evaluation results of the HMM-based affect detection in

comparison with the baseline system.

The overall averaged accuracy rate for personal context

affect prediction using the HMM is 91 %, while the

Bayesian network-based baseline system has an overall

accuracy rate: 65 %. Generally, negative inputs are well

identified in both of the models. The HMM-based affect

detection considers emotions of individual characters

throughout the improvisation and generally performs better

than the baseline system on the detection of positive,

negative and neutral expressions. However, both the

HMM-based approach and the baseline system did not cope

well with the sudden change of emotions in the personal

contexts due to unexpected topic changes. In future work,

the topic theme detection is also intended to be employed

for affect detection in personal contexts to improve its

performance. Also, in Sect. ‘‘Related Work,’’ an affect

detection system, @AM, developed by Neviarouskaya

et al. [18] was mentioned. The @AM system focused on

affect detection from individual sentences that were

extracted from the Experience Web site and described

personal experiences. Their development mainly used lin-

guistic features of individual sentences to detect affect and

did not take any context into consideration, while the

HMM-based approach discussed here uses personal emo-

tional profiles for affect interpretation with the support of

the naı̈ve Bayes classifier. Although there are differences

on technical aspects between the HMM-based affect

detection and the @AM system, the two systems are still

compared to get some indication of our system’s perfor-

mance. Their @AM system was used to annotate 1,000

sentences using three labels (positive, negative and neu-

tral). Their system achieved 92 % precision scores for the

annotation of positive inputs, 91 % precision for negative

inputs and 47 % precision for neutral ones. Neutral sen-

tences still challenged their system’s performance greatly.

Tested using a simple repeated hold-out validation, the

HMM-based affect detection from the personal contexts

generally performs stably on the detection of each category

of emotional and neutral expressions comparing with the

@AM system. However, more testing is needed to further

prove the HMM-based system’s robustness.

As discussed earlier, since the standard deviation can

also give some indications of the system’s stability, we

have provided standard deviation results of the precision

and recall scores obtained from these three runs of the

hold-out validation in Table 8.

The standard deviations obtained from the three hold-

out validations shown in Table 8 are comparatively low

and not statistically significant. This also means that the

data points tend to be very close to the mean precision and

recall scores shown in Table 7 for the performance of

HMM. Thus, the deviation results indicate that the system

performed reasonably stably, although more iterations of

the hold-out validation are needed in order to draw a

stronger conclusion.

Moreover, accuracy rates for the performance of the affect

sensing in social interaction contexts using neural networks

are also provided. The social context testing set has 190

examples with 38 % negative examples, 36 % neutral and

26 % positive ones. One human judge has also provided

topic theme annotations for these 190 social context inputs.

The latent semantic analysis implemented using the semantic

vector package achieves an accuracy rate of 88 % for the

topic theme detection. The detected affective states by the

Backpropagation algorithm are also converted into binary

evaluation values, and it obtained a 75 % accuracy rate for

positive emotions, 73 % for neutral expressions and 83 % for

negative emotions by comparing with the annotation of one

human judge. The results indicate that other characters’

emotional influence to the speaking character embedded in

the interaction contexts is well recovered in this application

context using neural net inference. The future work will also

verify whether the results of evaluation are also significant

using other statistical testing approaches.

Evaluation of the System’s Robustness

The linguistic and grammatical signals for personal and

social situation descriptions presented in Tables 1 and 2 are

Table 7 Emotion detection results for both of the HMM (averaged

results from the three iterations) and the baseline system

Precision Recall F-measure

The HMM-based affect detection

Positive 0.949 0.938 0.943

Negative 0.939 0.921 0.93

Neutral 0.862 0.905 0.883

The baseline system

Positive 0.587 0.711 0.643

Negative 0.845 0.652 0.736

Neutral 0.395 0.536 0.455

Table 8 Standard deviations for the precision and recall scores

obtained from the three runs of the hold-out validation

Standard deviations

for precision

Standard deviations

for recall

Positive 0.0483 0.0557

Negative 0.0237 0.0122

Neutral 0.032 0.0423
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gathered from the improvisational transcripts and articles

published on the Experience Web site. Most of these lin-

guistic phenomena represent typical personal expressions

and social interaction descriptions in general interaction

situations and show generalization features across different

application domains. For the topic theme (including met-

aphor) detection, articles representing eight topic themes

extracted from the Experience Web site and metaphorical

examples taken from two different metaphor sources have

been included in the training documents. These examples

are gathered outside of the chosen testing scenarios

(Crohn’s disease and school bullying) in order to gain

system’s robustness. Thus, both of the naı̈ve Bayes clas-

sifier and semantic-based topic theme detection show

generalization features and are able to allow the system to

deal with general interaction contexts outside of the chosen

scenarios to some degree.

Also, both the HMM-based reasoning and the neural

network-based affect detection are built using supervised

learning algorithms and are capable of learning new emo-

tional inclinations and adapting to newly unseen emotional

situations based on further learning of any test interaction

contexts. Thus, with appropriate further training, they are

capable of improving their generalization abilities and

robustness to fulfill demanding affect detection requests

across scenarios. Therefore, in order to evaluate the

robustness of the affect detection processing at different

stages, four transcripts of the school bullying scenario are

employed. Other example articles from the Experience

Web site and metaphorical examples gathered across sce-

narios and from the dedicated metaphor resources are also

used to further evaluate the generalization ability of the

personal and social context classification and topic theme

detection. The details are presented below.

Three sample improvisational transcripts of the school

bullying scenario and 10 articles related to Education and

Family & Friends from the Experience Web site are

selected. Two human annotators are also employed to

classify personal and social contexts for the testing tran-

scripts. Agreed annotations for the 270 inputs from three

sample improvisational transcripts and 60 inputs from the

10 articles are used as gold standards to evaluate the per-

sonal and social context classification using the naı̈ve

Bayes classifier. The results are presented in Table 9.

Comparing with the previous performance of the per-

sonal and social context classification in the Crohn’s dis-

ease scenario, although the new set of results shows

worsened precision scores, the classification results of

personal and social contexts using the school bullying

scenario and articles from the Experience Web site are

reasonable. Affect annotation of these 330 inputs is also

provided by both of the human annotators using the posi-

tive/negative/neutral labels in order to provide initial

evaluation of affect detection from personal and social

contexts. The inter-annotator agreement between human

judges is 0.806 with 290 inputs showing agreed annota-

tions. They are used to evaluate the performance of HMM-

based emotion detection in personal contexts and neural

network-based affect detection in social contexts in these

new application domains. Among the 290 inputs, there are

130 inputs belonging to personal contexts and 160 inputs

indicating social contexts. For the HMM-based affect

detection, different training sample transcripts with 250

agreed annotations of the school bullying scenarios are

used to provide further training of the existing model, so

that it will provide updated transition and new observation

probabilities for each character in this new test scenario

(e.g., the observation probability for the bullied character,

Lisa, to show the ‘‘angry’’ emotion).

Moreover, in order to improve the generalization abili-

ties of both the HMM- and neural network-based affect

detection, each test data set is also recorded and added to

the corresponding training set. Thus, the training data are

enriched gradually with the running of the test emotional

contexts. These testing emotional sequences may also help

the system to cope with any new emotional inclination

because of each character’s creative improvisation.

The 130 test personal context inputs with 39 % nega-

tive, 25 % positive and 36 % neutral expressions are used

to further evaluate the HMM-based affect detection in

personal contexts, and the detected affective states are also

converted into positive, negative and neutral values. The

updated HMM obtains a new set of precision and recall

scores presented in Table 10. Generally, negative and

positive expressions are reasonably recognized. However,

in some cases, neutral expressions are regarded as emo-

tional, which poses challenges to the current affect

Table 9 Further evaluation results of personal and social context

classification

Precision Recall F-measure

Naı̈ve Bayes classifier

The personal context 0.88 0.793 0.834

The social context 0.816 0.895 0.854

Table 10 Evaluation results for the HMM-based affect detection

using the new test data set

Precision Recall F-measure

The HMM-based affect detection

Positive 0.816 0.895 0.854

Negative 0.88 0.75 0.81

Neutral 0.788 0.901 0.841
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detection processing due to sudden topic changes. Since the

130 inputs contain 83 inputs extracted from the school

bullying scenario and 47 inputs taken from the articles

from the Experience Web site, the evaluation results shown

in Table 10 also show some initial indications of the

robustness of the HMM-based emotion detection in per-

sonal contexts.

The 160 social context inputs are also used to further

evaluate the generalization ability and robustness of the

topic theme detection and the neural network-based affect

detection. Human judges also provide topic theme anno-

tations using the 13 categories of topic themes. Comparing

with the annotations provided by one human judge, the

semantic-based topic theme detection achieves a 76 %

accuracy rate. The latent semantic analysis implemented

using the semantic vector package proves to perform well

for the topic theme detection using sample inputs from

another scenario. Another 26 articles taken, respectively,

from the Experience Web site (16 articles) and the meta-

phor online resources mentioned earlier (10 files) are also

used to further evaluate the performance of LSA-based

topic theme detection. The test articles borrowed from the

Experience Web site belong to the following themes:

‘‘Crohn’s disease,’’ ‘‘bullying,’’ ‘‘family care,’’ ‘‘food

choice,’’ ‘‘school lunch,’’ ‘‘school uniform,’’ ‘‘suggestions’’

and ‘‘disagreement.’’ Two articles with six sentences on

average per article for each of the above themes are

included in the test documents. Metaphorical examples

borrowed from the ATT-Meta databank and the previously

mentioned metaphor Web site include the following phe-

nomena: cooking, family, weather, farm and ideas meta-

phors. Each metaphorical input consists of one test

document. Two metaphorical documents are included in

the test files. The metaphor examples used include the

following: ‘‘I couldn’t bear to touch the memories (ideas

metaphor),’’ ‘‘He began to market himself as an author

(farm metaphor),’’ ‘‘His ideas began to bear fruit (ideas and

farm metaphor),’’ ‘‘The boss thundered into the room

(weather metaphor),’’ ‘‘Children have an enormous appe-

tite for learning (cooking metaphor)’’ and ‘‘The work is in

its infancy (family metaphor).’’

Thus, 26 files in total are used to further evaluate the

robustness and generalization abilities of the topic theme

detection. The LSA-based topic detection achieves an

81 % accuracy rate for the topic classification for the 16

test articles borrowed from the Experience Web site and an

accuracy rate of 80 % for the recognition of the 10 meta-

phorical expressions. In future work, a bigger sample size

will be used to further evaluate the system’s efficiency and

robustness.

As mentioned earlier, the 160 example inputs from the

bullying scenario are also annotated by the human judges

using three labels of positive, negative and neutral. The

Backpropagation algorithm with the trained weights using

the previous example transcripts of the Crohn’s disease

scenario is applied directly to the new test data set of the

school bullying scenario. Moreover, each test input from

the new scenario is also appended to the training samples,

so that the algorithm is able to gradually pick up new

emotional situations in this new test scenario. The 160

inputs contain 36 % negative, 29 % positive and 35 %

neutral expressions. Relationships between characters in

the bullying scenario are also predefined, for example,

Mayid (the big bully) having tense relationships (-1) with

Lisa (the bullied victim) and Elise (Lisa’s best friend), but

a medium relationship (0) with Dave (played by the AI

agent) and the school teacher, and so on and so forth for

other characters. The outputs of the neural network are also

converted into binary values. Comparing with the annota-

tion provided by one human annotator, the Backpropaga-

tion algorithm achieves a 73 % accuracy rate for the

negative emotions, a 69 % accuracy rate for the positive

emotions and 65 % for the neutral expressions. The current

neural network implementation can also be easily extended

to a much more sophisticated topology in order to improve

its learning capabilities. For example, in future work, the

input layer will employ a node for each different sentence

type, and for each of the four characters, a node for each

different emotion.

Although the further robustness testing based on the

example transcripts from the school bullying scenario and

articles borrowed from the Experience Web site and the

metaphor resources has shown worsened affect detection

results at different stages, the system (especially the HMM-

based and neural network-based affect detection) shows

reasonable generalization capabilities in handling inputs

from other comparatively unfamiliar scenario and sources

for affect interpretation. The above evaluation results also

give some indications of the generalization abilities of the

personal and social context classification and the semantic-

based topic theme detection. Other strategies (e.g., the use

of semi-supervised and unsupervised learning) will also be

considered in order to improve the robustness of the system

in future work.

Conclusions

The overall context-based affect detection model integrated

with the original affect sensing component is embedded in

the AI agent. It has generally made the AI agent perform

better for the revealing of emotions in the personal and

social contexts. In future work, more example transcripts

from different scenarios (such as bullying and career

training) and articles from the Experience project will be

used to further improve the context-based affect detection
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performance. Moreover, future development will also

extend the emotion modeling with the consideration of

personality and culture. Topic extraction to support affect

interpretation directly will also be considered, for example,

the suggestion of a topic change indicating potential

indifference to the current discussion theme. It will also

ease the interaction and make human characters comfort-

able if the AI agent is equipped with culturally related

small-talk behavior. It is also noticed that the training and

testing transcripts contain more negative inputs than posi-

tive ones due to the nature of the chosen scenarios (in this

case Crohn’s disease and bullying). The future develop-

ment also intends to employ partially supervised learning

to deal with imbalanced affect classification.
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