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Abstract

Do understanders use comparison or categorization in understandingaimiéggaphor? This article claims
that the intense debate about this has been misdirected, for variouss@adading inattention to the differ-
ent possible forms of categorization and comparison, and to the murkihéssapmparison/categorization
distinction. Instead of using that distinction as a crucial divider betweenphetésimile theories, it is
more revealing to consider a theoretical space defined by variousgsingedimensions that cut across
comparison and categorization: Target/Source Contribution Disparitye¥7&ource Mediacy-Preservation,
and Target/Source Mediator-Carefulness (where mediators and mexiacgrn the relationship between
the two concepts juxtaposed in a metaphor or simile). Experimental resultsextiduthe debate do not
show whether categorization or comparison is being used but ratheewihemrnderstanding process is
positioned on those dimensions (and perhaps others). Comparisontagdrization can both supply any
needed positioning.

NOTES to Editors and Reviewers:

(1) This article has 16,600 words all-inclusive. | believe it merits being in tkieritled article category

(target length 18,000 words), possibly with added discussion of unpteats at the discretion of editors
and reviewers, but | would be happy to have it instead as a Regular &ttigiet length 12,000 words) after
suitable shortening. If the decision is for the latter then | would be gratefidry suggestions about what
content could be sacrificed.

(2) This article is a greatly extended and elaborated version of a bogtesti8arnden, forthcoming). That
chapter, which has only about 7,400 words, is in essence an extelnstealch of some of the current article.
In particular, this article contains various additional major components (lyosabtions 5.4 and 6), ideas,
evidence and arguments not reflected at all in the chapter, and refimescs the ideas there.



1 Introduction

There has been intense debate about whether people use prodessegarisonas opposed tcatego-
rization (or class-inclusiohin understanding simile and/or metaphor. See, for example, Bowdle & Gentne
(2005), Chiappe & Kennedy (2001), Glucksberg (2001, 2008,120Glucksberg & Haught (2006a,b),
Jones & Estes (2006), and Utsumi (2007, 2011). This comparisondcedatpon debate (henceforth the
[C/C] Debate) is basically about how similes such as “Businesses are lieatihips” and corresponding
metaphors such as “Businesses are dictatorships” are interpretedibgirgrunderstanders. The first term

(“businesses” here) is tharget(T) term and the second is tiseurce(S) term.

This article points out oversimplifications and gaps that severely compromgseahate and suggest the
need to reframe it in other terms. The problems arise from unwarrantedasisns about categorization
and comparison, about there being a clear distinction between them, amdhalaothey can contribute to

metaphor or simile understanding.

A second purpose is to support a particular conjecture about the Debatewvhat has been revealed by
psychological experiments within the Debate is not whether comparisont@garézation is involved in
understanding, but rather some differences between positions omatier processing dimensions that

cut across the C/C distinction. These dimensions include:

e Target/Source Contribution-Disparity: roughly, the extent of diffeesipetween how source and target

contribute to the understanding process.

e Target/Source Mediacy-Preservation: roughly, the extent to whichdhes/target relationship is
itself important information for the understander rather than merely a stegpong to illuminating

the target.

e Target/Source Mediator-Carefulness: the amount of care (of a cextaij taken to establish the

source/target relationship.

Movement along the dimensions is possible both within and between particutaiethef simile/metaphor



understanding. Within a theory, the understanding process could harg the dimensions depending on
the particular target and source, the sentence form (simile form or metépho as above), and context.
Between theories: for a given target and source, a given form aidea context, different theories can

propose different positions on the dimensions.

Positioning on the dimensions can account for many salient experimenitibresthe Debate, irrespective
of whether comparison or categorization is involved. Hence, insteadiafjttyg explain results directly in
terms of comparison and categorization, it would be more fruitful to explaimtimeterms of the above
dimensions. Particular comparison- and/or categorization-based theugbsthen be devised to provide
the requisite positioning along the dimensions. But the suspicion is that it widlyalwe possible to find
somecomparison theory ansomecategorization theory that provide it. Our observations add to the argu-
ment made by Kennedy & Chiappe (1999) and Chiappe & Kennedy (28@f.}he ultimate issue within

the Debate may not be comparisegrsuscategorization.

Section 2 outlines the nature of the Debate, and introduces some terminold@ssumptions. Section
3 discusses the murkiness of the comparison/categorization distinction. rbédiscusses an overlooked
branch of comparison theory. Section 5 discusses the dimensions listee, ablating them to experi-
mental findings. Section 6 illustrates various themes of the article in the spexsficat Utsumi's (2011)

understanding model. Section 7 concludes.

This article is an extended and refined treatment of issues covered im @atnden (forthcoming). The
issues arose indirectly from the development of a computer-implemented Adlrg®dr-Meta) of reason-
ing needed in metaphor understanding (Barnden 2001, 2008, BarHdénreich, lverson & Stein 1996,
Lee & Barnden 2001; see also Barnden, Glasbey, Lee & Wallington)200#e model can be viewed as
including types of categorization and comparison, abetted by complexiicfage However, the issues and

observations in this article are independent of that model, which will notdmisised.



2 The Comparison/Categorization Debate

The main battle is about T-is/are-S metaphors, rather than about simile, @resprhether categorization
or comparison is the mental process involved in understanding such metagfay simile there is more
agreement that comparison is used. While a key earlier contribution, Gleick& Keysar (1990), claimed

that similes are processed by categorization, Glucksberg (2008) all@syzogsibility only for apt similes.

I will call metaphors of the above fortme-form metaphorsalthough they are typically labelled as nominal
or copular. The Debate can be framed either as between two diffenens fof metaphor (be-form and

simile form) or as between (be-form) metaphor and another figure, namely simile

The S (source) term is almost always a phrase of the form “at@mmmon nour,” such as “a shark,” or a
generic plural (“sharks”). As usual within the Debate (though see &iales 1990, Xu 2010) we will not
address meaning differences between syntactic variants of the T and<S Trus we will assume for sim-
plicity that the metaphors “A business is a dictatorship,” “Mike’s businesslistatorship” and “Businesses
are dictatorships” are understood using the same main processes; sinttaihg fcorresponding similes.
Also, the Debate generally pretends there is only one simile correspondingjten be-form metaphor and

vice versa, though this is an oversimplification (cf. comments in Carston &iea011, Davidson 1978).

In the Debate, one broad camp leans more towards categorization fordbiestanding of be-form metaphor
(and, attimes, simile) and another leans more towards comparison forrherfetaphor (and proposes com-
parison for simile). “Leans” rather than “adheres,” because somgaaation theorists (e.g., Glucksberg
2001: 53-54, Glucksberg 2008) have allowed comparison sometimes te btk appropriate process for
metaphor and sometimes to be the process achieving categorization; andesuopeison theorists have

proposed that for suitably conventional metaphors categorization is fhne@ate default process—cf. the
Career of Metaphor theory (Bowdle & Gentner 2005). Glucksber@828ays that neither an all-out com-
parison theory nor an all-out categorization theory can be correct—aosgm and categorization are used
under different circumstances that remain to be elucidated. Somewhatdrédathis is the common accep-
tance that be-form metaphor and simile are often interchangeable (se€;argton & Wearing 2011 and

Nowottny 1965 for evidence), the choice of form by an author oftengBiebate-irrelevant preferences or



influences such as stylistic factors or lexicosyntactic context. Thus, thatBés not predicated on be-form

metaphor and simile necessarily having markedly different effects, bytsometimes or often doing so.

In a categorization account of a metaphor “T is/are S,” the understadesses or constructs a suitable
superordinate category S* of the category that is the S term’s literal meémingnore precisely, its most-
basically directly encoded meaning). So the literal S category is within S*, arydmase strongly be
required to be a good exemplifying subcategory of S*. The understaakies the utterance to assert that the
T item or category is within S* (as member or subcategory respectively)yitbin the literal S category.
For “Businesses are dictatorships”, the understander mightdakatorship* (S*) to be the category of
organizations/communities managed non-consensually and punitively byersen. An appropriate S*
category may already exist in the understander’s mind linked to the S termrai isgegory, or may exist
in his/her mind though not linked to S, or may need to be constructed duringrstadding. The choice
or construction of an S* is often taken to be influenced by T, e.g., throughusle oftopic dimensions

(Glucksberg, 2001), discussed below.

Categorization theory is motivated in part by the following rhetorical questitiy not take [be-form]
metaphors to be exactly what they look like, namely categorization statememisZ(&cksberg 2001: 44
for a version of this.) The idea that be-form metaphors should be takealgcto convey categorizations,
at least as a first try at understanding the metaphor, is one half of thenraftiGrammatical Concor-
dance (Bowdle & Gentner 2005). The other half is the idea of taking similes &xactly what they look
like, namely statements conveying presence of likeness (whose spegifitts lze worked out by the un-
derstander). Grammatical Concordance is most thoroughly applied in thiedDiStatements theory of
(Chiappe & Kennedy 2001, Chiappe, Kennedy & Smykowski 2003kre/ibe-form) metaphors always

function like categorization claims, similes like similarity claims.

Various names have been used for categorization-based accouass-iteclusion” accounts, “dual-reference”
accounts, and “interactive property-attribution” accounts. As for teerlame (used by Glucksberg 2001),
what is usually important about categories in the Debate is the propertieswtodye, not that they them-

selves be mentally-reified entities. However, most Debaters do talk as iftigoci@s are reified.

In common with, e.g., O'Donoghue (2009), Sperber & Wilson (2008) atalitdi (2011), | include Rele-



vance Theory (RT) accounts (Sperber & Wilson 2008) under catagmn, as they appeal to “broadening”
of the literal S category. But there can also be subsequent “narrdvdrget a final category for housing T
(see especially Carston & Wearing 2011; also the approach is augmeatedatith a non-categorization-

based branch).

In comparison accounts of be-form metaphor, concepts literally meanelgtims T and S are compared,
uncovering similarities. Most typically, structural-analogy finding is prambhsnotably as in Structure

Matching Theory (SMT: Gentner 1983) or ACME (Holyoak & Thagard8@R Aspects of the literal S

concept that are not involved in the analogy are under certain condjimwssionally stipulated to apply

(perhaps in modified form) to T. An example is ttendidate inferencgsrovided by the Structure Matching
Engine (SME: Falkenhainer, Forbus & Gentner 1989).

Similarities found may instigate the mental construction of a common abstractiorv8firng the literal T
and S concepts. Indeed, CoM (the Career of Metaphor theory: B&&@entner 2005), a salient, hybrid,
variant of the comparison approach, says that as the use of term S sagoresource becomes entrenched
(conventionalized), one or more remembered common abstractions S* drmmguch uses of S become
standardly associated with S as superordinate categories/conceptd€etiomne conventional metaphorical
meanings of the term S, and can be used as known S* categories in arizatigo account are. However,

an understander can still go back to the literal S and compare it to the tilirren

Thus, CoM supplements comparison with categorization. But, dually, céatjon has been supplemented
with comparison. For example, Glucksberg (2008) says that be-formpim@tanay sometimes be under-
stood by comparison. Presumably this is a possibility when no S* relevant tgy &t mvailable or readily
abstractable from the literal S. Utsumi’s (2011) hybrid account praptss an understander first attacks a
be-form metaphor with categorization but under certain circumstancesh&sito comparison. The model

will be important below because it contains detailed categorization and cmmpatgorithms.

The place of conceptual metaphor theory (CMT, Lakoff & Johnsor32@®the Debate is curiously mi-
nor. Certainly, conceptual metaphor theorists do not say that the sdamain/target-domain mappings
they propose that people already know are necessarily used onlinelénstemnding. They can merely be

theoretical constructs motivating a particular understanding of the taogesid, though perhaps developed



from online use earlier in ontogeny or history. But CMT-related profsosdiere mappings are available
online (Gibbs 2011) could be regarded as comparison accounts wieesadlogy between the two sides is
already known, not newly worked out. Indeed, in reality we need atsonhere mixes of already-known
and newly-found mappings can be used online. This is possible in Fdfbugiison & Gentner's (1994)
I-SME. Also, Bowdle & Gentner (2005) and Gentner & Bowdle (2008) titenthe need to be able to add
incrementally to existing analogies. However, it is the working-out and oniggeof mappings that form

the usual nub of comparison theory in the Debate.

Many psychological experiments have been done in support of oneotineér comparison, categorization
or hybrid account. Amongst the effects on subjects and characteri$tioetaphors and similes that have

been studied in experiments, we will focus on the following:

e Form preference: which form—be-form over simile form—the subjectgree depending on the

nature of T and S.
¢ Relative ease/speed of understanding of the two forms.

e What sorts of feature of the literal T and/or S concepts, and/or additfeatdres, are mentally ac-

cessed.
e The relative diversity of interpretations that subjects produce for thedwos.
e What happens to such effects when the T and S terms are interchanged.

e (Vehicle/source) conventionality: How conventional it is for the sourcedhicle] term to be used

metaphorically.

e Familiarity (or: conventionality of whole metaphors or similes): How familiar sulsjeze with a

particular T/S pairing being used in a metaphor or simile.

But there are other important effects and factors studied, notablyipedcaptness of a metaphor or simile.

For brevity, a mental object directly accessed by the understandertiverm or S term will be called

a “concept” below, although labels such as “conceptual structure htaheepresentation” or “category”
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might often be better. The choice is itself a point of difference betweenigdsed\gain for brevity, we will

use “S” variously for the term S itself or for the literal S concept, and ‘G'the T term or concept.

3 Comparisonversus Categorization (or Not)

There is considerable difficulty in distinguishing comparison and catedimnivia the first place, quite apart

from using the difference to account for experiments.

3.1 Initial Considerations

Theoretically, to find or stipulate that two things are within a common categoryt@.eq-categorize them)
is is just one way of finding or stipulating a similarity (comparison) between thend iAthe category
involves some necessary features for membership, the two things ad/stpualated to be similar in that
both have those features. Conversely, comparison involves determimiagproperties two things share
(and, possibly, do not share). Under “properties” we include deep,obvious ones such as some difficult-
to-discern, highly abstract, underlying relational structure. But theybath thenpso factoin the category

of things with those properties.

This theoretical inter-translatability of comparison and co-categorizati@tagnized in the Debate. Glucks-
berg (2001: 37-38) talks of literal and metaphorical comparisons puttegatb things compared into a
common category. Conversely, he saisd, p.40] “Because shark and salmon can belong to a common
category, they are similar to each other,” and in (Glucksberg 2011)ywtkat when a simile source term
has an appropriate superordinate category, the comparison cantpccategorizing the target into the
superordinate category rather than by feature matching. Gentner &IB¢2@D8) talk of the “common ab-
straction” (common superordinate concept/category) that results frimy doy (“horizontal”) comparison

between a target and literal source.

Given thetheoreticalinter-translatability, Debaters must surely have in mind detailed differencea
mental-processindevel. But even here, categorization and comparison have sometimes dpesied

though usually assumed to be different. Chiagpeal. (2003) allow categorization to be performed by



comparison. Bowdle & Gentner (2005) see the fit of something into an erassimy category as a special,
“vertical” sort of mental comparison. The creation of a new superotdinategory S* may need to rest on
comparison of S and T (Glucksberg 2008: 73). Chiappe and Ken2@d\1 ] say there is no motivation for
invoking an ad hoc superordinate class at all: all the work is done by firthiemcommon features of target

and source, i.e. comparing them.

But a more general issue is that, surprisingly, both sides have geneealfydxtremely vague about what
categorization is, or categories themselves are, at the mental level. (Ri€@cappe 2009 make a similar
point.) Usually Debaters just present categorization as being obvioufdyatif from comparison, and make
assumptions about categorization that are often tacit or left unjustifigdn Qfategories seem to be baldly
assumed to involve sets of necessary and jointly sufficient properties tf@ggis assumed in Chiappe &
Kennedy 2001) despite the importance of prototype and exemplar-bassggbgzation theories, discussed

below.

One salient exception to that unspecificity about the nature of categotiesdetailed, mechanistic account
of predication of Kintsch (2000, 2001, 2008; see also Kintsch & Manig&@11), claimed to account for
aspects of metaphor understanding. Roughly speaking, the numetritaitssat the model’s core represent
word meanings, but can also be viewed as representing categorieKjraadh (2008) suggests that the
approach is closely related to Glucksberg’'s categorization model. Utsbl)2ises a precise algorithm
borrowed from Kintsch (2001) and describes it as performing caitegfoon. Thomas & Mareschal (2001)

present a specific connectionist model that they cast as implementing rizaéga.

An exception to the widespread uncritical acceptance of a categorizatiop&rison distinction is the fol-

lowing under-appreciated point made by Bowdle & Gentner (2005)

“Many theories of categorization assume that items are categorized by mkeemsiparison,
either to abstracted prototypes ... or to actual exemplars[.] Thus there easorr to believe
that the processes involved in categorization are different in kind frarsetinvolved in com-

parison.”

(For presentation and discussion of prototype and exemplar theorgefgrdastance Hampton 2007, Rein,
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Goldwater & Markman 2010, Rosch 1975, Verbeema¢ml. 2007 and Voorspoels, Vanpaemel & Storms
2008.) That statement by Bowdle and Gentner is correct, but arguablyeak: Voorspoels, Storms &
Vanpaemel (2011) claim that prototype and exemplar models are in faoé ‘fiijo most dominant compu-
tational theories of category representation. ... [E]xemplar represamgiiovide the best description of
human characterization.” If they are right, much that is supposed in thatBéb questionable or needs

major adjustment and clarification.

Now, there are further points to be made about prototypes and exentplars;are additional points about
categorization that need to be mentioned; and there is one additional, rdkitacbg Bowdle & Gentner

(2005) that we will arguagainst The following subsections address these matters.

3.2 Complications Arising from Exemplars and Prototypes

In exemplar-based categorization, an item is deemed to be in a categorgemddo some extent, according
to its degrees of similarity to existing exemplars of the category. The similarityrdetation requires some
form of comparison Also, categorization theories have been propoaédiik the exemplar and prototype
ideas (Verbeemeat al. 2007): there can be a spectrum of mental representations, with the nemificsp
ones representing exemplars and the least specific ones acting asp@statjth intermediate ones acting

as prototypes of subclasses.

Consider the metaphor example “My job is a jail” commonly used in the Debate atlgarization account
uses exemplar-based categorization, an interesting possibility arisesitthatr fnarrows the gap between
comparison and categorization. We assume that the understanderf anldaissome discourse conditions,
tries to check the validity of the job/jail* categorization, rather than just stipuldtiegjob to be a new
exemplar of jail*. Thus, the job is compared to at least some exemplars of jaikk, bhesort of exemplar
of jail* is physicaljail exemplars. Thus, the comparisons actually done may also include coonsadé
the job to physical-jail exemplars, or perhaps to an intermediate prototygbedgrhysical-jails sub-class
of jail*. Thus, not only does the categorization process restsamnesort of comparison, it might include
(amongst others) the very same detailed comparisons as in a comparisgnahié® sentence (assuming

that that theory also takes the physical-jail concept to be representegroyotype or exemplars).
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What is also often unclear or deficiently supported, in a categorizatiomttianetaphor, is what the
resultsof putting something T in a superordinate source-derived categoryeS*Tdre issue is sensitive to
the particular type of categorization theory. This is where an additional dgiBowdle & Gentner (2005)

is defective:

“The primary distinction between the two [comparison, categorization] may lie enkthd

and degree of inference projection. Although comparison processitajisethe projection
of inferences, the inference process is highly selective; ... In cantaiegorization involves
complete inheritance: Every property true of [the category into which tadpeing put] should

be projected to the target.”

This seems, ironically, to revert to a traditional notion of categories involviegessary properties. But,
in a prototype-based categorization theory of metaphor, not all propéntithe S* prototype would need
to have equal, or any, likelihood of being selected for projection. Fomeka those most commonly
instantiated in instances of the S* prototype, or those most strongly held guthent literal S concept,
might reasonably be given priority. In an exemplar-based theory, #rermore complications yet, because
departures between T and a specific exemplar of S* may be more markedepartures between T and
an S* prototype, there may be many relevant exemplars, and the exemplahawgaconflicting properties.
Moreover, inference projection from them must be selective, as in a @aisom account. These matters,
including selectivity and property-adaptation in inference projectione limen extensively studied in the

Al area of case-based reasoning (Kolodner 1983), cases beaiegtiedly the same as exemplars.

Thus, Gentner and Bowdle’s attempt to grant a comparison/categorizagiorction on the basis of infer-

ence projection is undermined.

3.3 Proceswersus Product

Perhaps categorization should be viewed as primarily being about theghmidunderstanding rather than
the process, the reverse being broadly true for comparison. Thes tleed be no important battle. A

comparison process could have a categorization product, for instacmmmon abstraction derived from
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target and source in the process of comparison. Indeed, this seeaseprdo be the point when, for
example, Chiappet al. (2003), in arguing that categorization is used for metaphor, say thatarisop
could be the mechanism used to achieve it. However, the Debate as a whselaat@actually proceed on
a process-as-opposed-to-product basis, but on a processtagancess basis. The rest of the article will

therefore honor this spirit if only ultimately to exorcise it.

3.4 More Trouble for the C/C Process Distinction

In Glucksberg’s categorization theory of metaphor the finding of thersugh@ate category S is in general
guided bytopic dimensiongGlucksberg 2001). These are important dimensions along which cantgxt
gests that the target T is being discussed. So, in “I'm very restricted &t indan do — my job is a jail” [my
example] the first clause could supply the dimension of restrictivenesseaalong which to find a useful

superordinate category jail. Now, Glucksberg (2001: 53-54) actleptshis use of topic dimensions

“does not preclude a comparison process in which information available imétaphor vehicle
[i.e., source] is assessed \dsvis information available in the metaphor topic [i.e., target]. The
claim is that the properties per se of the topic and vehicle are not the ajgeomputs to the
comparison process. Instead, vehicle properties on the one handpoditoensions on the
other are the relevant inputs for comparison, analogous to the slots argidflleead nouns and

modifiers in conceptual combinations.”

But this just says that the the argument is over precisely what form of aoggm goes on, rather than over

some distinction between categorization and comparison.

In some theories of categorization, categories are entirely implicit—that isatieayerely in the eye of the
theoretical observer. Notably, prototype-based and exemplar-iiasedes can be like this, though are not
necessarily so. If categories are merely implicit, one supposedly keyrdeaftiwategorization theory col-
lapses into something generally obvious and widely assuiegtheory of metaphor must surely account
for words having acquired highly entrenched metaphorical meaningsth&uperordinate with respect to

their literal meanings. The noun “attack” plausibly has an entrencheda@esense that subsumes both an
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attack as in physical fighting and (some) types of attack in verbal criticisant, ggames, music, etc. (See
Vervaeke & Kennedy 1996 for some discussion of “attack.”) Plausshlgh entrenched general senses are
directly activated on encountering the words, and can be cast asifiesp® categories: say, the property
of being an action with a certain type of intent towards something, or the aggte§jsuch actions. Put this
way, the categorization-theory claim that words can have dual refereme reference being to superor-
dinate categories, is no more—in the particular case of conventional metafitan the statement that a
conventional metaphorical sense can be directly accessed from aBuwdrohetaphor researchers in general

accept this.

Equally, CoM’s proposal that categorization is used for conventiontpher is not interesting in itself, and
mustalways and obviouslizave been something that needed to be considered for additiny ttmmpari-
son theory. What is interesting about the proposé#hésparticular waysn which superordinate categories
or common abstractions arise during conventionalization, and of coulsEs@ey is one interesting hy-

pothesis.

4 Additional Oversights

Both sides of the Debate have largely ignored a possibility within the spacengbarison theories, as

follows.

There is a common, largely unargued, and often tacit assumption that ifcairbenetaphor is processed by
comparison, then the comparison process is the same as that used farésp@ading simile. Sometimes
the assumption is explicit—for example, Glucksberg & Haught (2006a: 8&\) “Comparison theories,
no matter what their form, thus rely on the critical assumption that metaphorsimaiidssare essentially
equivalent to one another.” But the hypothesis that comparison is vsdmbth (be-form) metaphor and
simile does not imply sameness of comparison process. The comparisessgeased could be markedly
different. This makes more precise Tirrell's (1991) observation that &vaetaphor and simile both prompt

mental comparisons, they might have different “analyses.”

The neglect of the different-comparison possibility seems to result fraattidix on the particular, traditional
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class of comparison theories, ones under which be-form metaplatiigcal simile The view is often
traced back to Aristotle'Rhetoric(though see Fogelin 2011: 28ff for a caution). Some modern instanees ar
as follows. Miller (1979: 381) says that “understanding [a be-form] pieba requires the reinsertion of ‘is
like’...”. Levinson (1983) says “metaphors are similes with suppressddleted predications of similarity.”
Glucksberg (2001) says that metaphors are essentially “implicit similes Gaucksberg & Haught (2006b)
say: “In the comparison view, metaphors are understood in terms of thegsponding similes.” Chiappe,
Kennedy & Smykowski (2003) assume that comparison theory treats noetaplelliptical simile. Fogelin
(2011) more carefully says that metaphors and similes are both forms cdtiigicomparison, and a be-

form metaphor means figuratively what the corresponding simile meanstfiiggly.

Given a metaphor-as-elliptical-simile view, it is an obvious corollary that tineeseomparison process is
involved for be-form metaphor and simile. But ellipsis-based views arelynateadition-enshrined special

case of what comparison theory in general is about or can be about.

Interestingly, while the comparison aspect of CoM doesexplicitly rely on ellipsis, CoM does not con-
sider the different-comparison possibility. This is because the underlymnctsre-matching theory attempts
to address all types of structural alignment, whether involved in metaphle sexplicitly analogical state-

ments or literal comparisons, in an essentially uniform way, although withingugmphasis on attributes

versusrelational predicates. But the CoM comparison mechanism is just one atmoagyg possibilities.

I do not specifically claim that be-form metaphor and simile involve diffecentparison processes. Rather,
the sheer possibility of significant difference completely vitiates a certaindygeument for categorization
theory. Some experiments have indicated that different features of/dré®dan be mentally stimulated by
a be-form metaphor as opposed to its corresponding simile. Notably, a similgédikely than metaphor

to activate low-level features sharksuch asan-swim and metaphor is more likely to stimulate emergent
features (Bowdle & Gentner 2005, Glucksberg & Haught 2006b) h$esults have been used as evidence
that the be-form metaphors are not understood by comparison (Glrgk&Haught 2006a,b, Glucksberg
2008). But the argument tacitly assumes that a be-form metaphor ame$pgonding simile would require
the same comparison process, or that any differences are insignifiBabtthere is no reason why one

particular comparison process could not, say, contain a preferenb@felevel over low-level features.
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5 Towards an Alternative Battlefield

There are various dimensions of potential variation between and withiregsow accounts of simile and
metaphor understanding that should be considered as an addition tapssidlp as a replacement for, the
categorization/comparison distinction. These dimensions are more shafipigtdie than that distinction is,
and are more directly and clearly related to the experimental findings. Thasgiioms cut across the C/C dis-
tinction: for a particular point in the space they define, a suitably framed adsgm theory or categorization
theory can in principle lie there. The dimensions we will discussTarget/Source Contribution-Disparity

Target/Source Mediacy-Preservati@ndTarget/Source Mediator-Carefulness

5.1 Dimension 1: Target/Source Contribution-Disparity

This is about the possibly different types and extents of contribution tieaT tand S terms make to the
process of understanding a simile or be-form metaphor. We will mainly cengidt one part of the process,
namely the determination of th@ediator. The mediator in the case of comparison is the similarity or
analogy (system of correspondences) that is found, and in catagjonzt is the superordinate category
found. We use “mediator” rather than the commonly-used term “groundtderanot to engage with past

notions of ground.

The mediator mediates between the T concept and literal S concept. Buttibie does not assume that
the latter is necessarily accessed during understanding. For instartbe, ¢ase of a conventional term
S, possibly only a remembered superordinate category S* is accessethyithe literal S concept being
ignored. But we still call S* a mediator as it is still superordinate to the T andili®iconcepts. Relatedly,
“determining” the mediator may range from just directly accessing an existirtg 8laborate category-

discovery/creation or analogy-calculation.

The notion of salience imbalance (Ortony 1979) counts as one speciatizadof contribution disparity
proposed to hold in metaphor understanding, because a differencéigdlas to what sorts of properties
the source and target contribute. Disparity more generally is mentioned andther name by Wolff &

Gentner (2011), who effectively call a process without disparity “redatral” and one with disparity “role-
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specific,” alluding to the target and source roles in metaphor.

Long-term research questions include: Do the S and T terms contribute todtitor-finding process
to roughly the same degree, or is the process markedly more dependentaf them? Are the T and
S contributions qualitatively similar or markedly different? How do the extentstgpes of contribution

depend on the particular T and S involved, on form (simile or be-form) camtextual factors?

Now, there is a highly salient contrast between existing comparison angocaggion accounts: cate-
gorization theories have assumed much more contribution-disparity than deorptheories have. The
determination of a partial structured analogy between T and S in, for irest&@wM, is usually assumed
to be entirely symmetrical. The same mappings (in reversed form) would arisesié ttoncepts were
interchanged. This symmetry arises because the concepts are treatedgoahnvay. The symmetry is
the crux of, for instance, Wolff & Gentner (2011) experiments. But, bgtrast, in existing categoriza-
tion theories the determination of S* uses S and T very differently. The digpa most evident when
suitable superordinate categories are already connected in the under&anind to S (term or concept).
Plausibly, the process checks whether one of the available categoribe fitsget side and is contextually
appropriate. We see a clear contribution disparity: S supplies categdrasrely supplies a filter. Topic
dimensions arising from T and context (Glucksberg 2001) could pravigeicker check on the suitability
of a superordinate category, or could actually drive the choice of Baéstill we have a major disparity:
the topic dimensions do not themselves offer a category for consideratidrand S were interchanged,
a very different superordinate would typically be found. This may expMiat happens when metaphors
are reversed: see, e.g., Campbell & Katz (2006), Chiappe, Kennediygkowski (2003) and Glucksberg
(2001). A symmetrical-comparison theory of metaphor needs to appealdoaghects of understanding,

such as candidate inferences, to explain reversal effects (sezadlyp@/olff & Gentner 2011).

When already-available categories S* fail to be appropriate, then eliffepossibly less disparate possibili-
ties arise. Glucksberg (2001, 2008) implies that a process of compamigpie needed (see also Kennedy
& Chiappe 1999). But categorization theory need not hastily resortmgpagison (a point that even cat-
egorization theorists have not exploited very much). For instance, it magobsble to take a common
generalization of two or more existing superordinates (if any), by alistgpaway from their non-shared

details. This is a highly contribution-disparate process.
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Despite all the above, the contrast between comparison and categoriretioies as regards disparity is
not a necessary one. There is nothing about categorization in itselfithated that T and S should be
treated disparately in finding S*, even if comparison is not used. (Thetipeaof using a star label such
as S* in categorization accounts, including relevance-theory onesjrajlndtationally only to the source,
is itself misleading. It would always have been theoretically more neutraléauabel such as [T/S]*.)

Equally, there is no reason why an analogy-finding process canabfltend S very differently (as Chiappe
& Kennedy 2001 also imply). For example, partial-analogy finding might magee tolerance for leaving

out information on one side than on the other.

Also, what specific analogy is found in the time available may depend on whthingrocess is guided
by looking first at target features to see if they correspond to solideeames, or vice versa, or pursuing
some other procedure. If there is a strong time limitation, and more than orteljpanalogy is possible,
then source/target disparity in the way the process is guided could leaddmedifanalogies being found
depending on which way round the metaphor is, even if there were noxdepee given unlimited time.
Indeed, the “greedy,” pragmatic version of SME described by Fogb@blinger (1990) does refrain from
finding all possible analogies, to improve efficiency, and is guided towamatgmatically fruitful ones by a

target-side query, thus building disparity in.

But disparity in comparison does not depend on a sequential elementesging: the connectionist ACME
system (Holyoak & Thagard 1989) for comparison, which has beeliegijp metaphor, allows disparate
pragmatic guidance through enhanced activation of any collection otsaurtarget elements that are
deemed pragmatically important (Holyoak, Novick & Melz 1994). The enbarant is via extra activation

of all source/target element correspondences that involve suchraemle

So, both comparison and categorization can exhibit contribution-disparityethator-finding, and both can
avoid it. Thus it is disparity or the lack of it, not the comparison/categorizatistindtion, that generates
certain experimental results, most obviously reversal results. For dgamolff & Gentner (2011) find

that early stages of metaphor understanding are insensitive to refleesale, no important contribution-
disparity) whereas later stages are sensitive to it. The early insensitiviongstent with their symmetric

comparison process—but also with categorization lacking contributionritispaS*-determination.
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As for form differences:- If, say, a disparate process of compatlisased for be-form metaphor but a non-
disparate version for simile, then experimental results concerning beyidt be more affected by reversal

than will results concerning simile form—as indeed found by Chiagiz. (2003). But some experimental

work, e.g. Gokcesu (2009), failed to find a simile/be-form differentitdafon acceptability of reversals,

and Campbell & Katz (2006) showed that context may strongly influenegsal effects. The central point

for us is not what reversal effects actually hold, but merely the pointrdslts that have been claimed to
reveal a C/C distinction can instead result simply from differences in thenerfecontribution disparity

achievable either by comparison or categorization.

Plausibly, the more conventional a particular source item is, or that a targetéspairing is, the more the
understanding process will show contribution disparity, because the itncei@ simply access one of the
entrenched senses. The more novel the source or pairing is, the masrgbtmight play a role more
like that of the source. This is consistent with Gokcesu’s (2009) findiag ¢bnventional target/source
pairings are more affected by reversal than novel ones. Howeugelty is not a reliable predictor of
significant novel investigation, whether by comparison or categorizatituen some metaphor or simile
involving a completely novel source can sometimes be simply understood bglappexisting associated
properties, categories, etc. Thus, to give an extreme example to makeiihespomeone might say “My
TV is [like] a heap of rotting marmoset tails” [source-term novelty confirmgdMeb search in January
2012]. Nevertheless, the undesirability inferred from rotting marmosetuéitsout any, or only minimal,
guidance from the target could be carried over immediately to the TV. Thismaereclude other properties
being ascribed through more complex, target-reliant processing, buiniext it could well be that the

undesirability is all that is relevant. Thus some novel cases may involveg@retibution disparity.

The disparity dimension as defined above is about how the T aedn&affect understanding. But we
should, at least theoretically, decompose this effect into two stages.r$tis the transition from T term to
T concept, and, similarly, S term to S concept (if used: understanding migbéed directly from S term
to an S* category when available). The second stage is the waydbaceptand Sconcept(if used) affect

understanding. This decomposition inspires two important caveats.

First, even if the comparison or categorization process itself exhibits naritigghere could be disparity

between the T and S term-to-concept transitions. For example, a more detailegptual structure might
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tend to be created for T than for S. This is a salient possibility to considertypiisally the more important
item to glean new information about, and also much detailed information about Rlinezgly be available,
whereas only schematic information about S might be brought to bear., Ténersal of the sentence
could change the detailed conceptual structures that the comparisolegorization process works upon:
structures Sand T rather than the original T and S structures respectively. Revershl tuus still cause
a difference in mediator found. This effect is potentially excluded by Wolentner’s (2011) finding of
reversal-insensitive early processing. But if the effect does remuaiarey, more attention to the term-to-
concept transitions will be needed in the Debate. The Debate usuallygaatiytacitly) assumes that terms
lead to the same (literal) concepts whichever side of a simile or be-form mettgaycare on. It could also
mean that our Contribution Disparity dimension should be replaced by attVeaisbne about the T and S

concepts, and one about the term-to-concept transitions.

The second caveat is about the relationship between contribution-itiispad notions of asymmetry. If
a mental process such as mediator-finding has absolutely no contribigjmarity then it is automatically
symmetric in the sense that interchanging the target and source concepeaditlh the same result. Hence,
if there is result-wise asymmetry there must be contribution disparity. Howidwbere is disparity then
result-wise asymmetry will only be a strong tendency, not a definite outcamde;antrapositively if there
is result-wise symmetry then there will only tend to be a lack of disparity. Fornestadisparity in how the
two sides guide analogy finding may not actually affect the result if endioghis available for all useful

analogies to be found.

Finally, we can briefly consider disparity outside of mediator-finding. Exgstiomparison and categoriza-
tion accounts differ less here, both tending to considerable disparityorhparison, we have, notably, the
projection of candidate inferences. For categorization, the situation isevdgit authors generally refer to

the T concept being augmented by inheritance of features of S*.

5.2 Dimension 2: Target/Source Mediacy-Preservation

This dimension is relevant only to simile and to cases of be-form metaphor w&reamot held to be under-

stoodmerelythrough direct access of some conventional metaphorical meaning feo8itrm, neglecting
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the literal S concept. The type of be-form metaphor that is mainly of interegtése the literal S concept is
activated and compared to T or used to help find an S*. But the dimensieratiiehave relevance to con-
ventional metaphor where the literal S concept, ancondt the directly-accessed metaphorical meaning, is

activated (as suggested by Gibbs 2011 in his embodiment-based view ohowtap

In either simile or be-form metaphor whose understanding uses the lite@ic®pt, some relationship is
established between the literal S concept and the T concept. In anasgg-bomparison such as in CoM,
the mediator is a system of correspondences between aspects of Ssand itself a relationship between
those concepts. In categorization theory, the relationship is the facteditegorization of S and T within

the mediator, S*. Because of these close connections of the S/T relatiagaghip mediator, we will call

the relationship the S/mediacy So, in the comparison case the mediacy is just the mediator, whereas in

categorization it is a little more.

The Mediacy-Preservation dimension is intuitively about the following isfd@es the main information
that an understander gleans from a simile or be-form metaphor conligtf@ome information about T in
its own right (e.g., that businesses are non-consensually run, in tinebsss/dictatorship case), or does it
also include the T/S mediacy itself? To put it another way, is the medieglyfound as a stepping-stone

to information about T in its own right, or is fireservedas part of the meaning?

We can put the issue a little more usefully as follows, avoiding difficult linguidtitdgophical issues about
what “meaning” is. When understanders have understood a simile ariverfietaphor, they presumably
have derived some new information asserted about T by the utterante aade cognitively highlighted
some known aspects of T. Let us call the new information or highlighting tmtaent” on T derived via
the mediator. For some short or long period this T-comment will be active inrtieratander’s mind. The
guestion is whether the understanding process also makes the mediacyeigself komparably high level
of activity during that period, or instead allows the mediacy activation to evegly once the commenton T

is determined.

Plausibly, simile usually has a stronger mediacy-preservation tendencyktbidarm) metaphor has, for a

"Here we appeal to the normal widespread assumption in psychologyéaatings of sentences, features or concepts of which
meanings are built, etc. are in some sense more “activated” in an tewtlées's mind than they would normally be. We also assume
highlighting is a matter of greater “activation.”
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given T and S. Consider what the simile and corresponding metaphappegently sayingThis apparent-
saying is the core of Grammatical Concordance (see section2). The simipaseatly saying that T
and S, taken literally, are alike, presumably in some contextually relevase gerbe uncovered by the
understander. The corresponding metaphor is apparently saying thab He categorized under S, taken
literally. But only in simile does reality match appearance: the point is to conayTtland S are indeed
alike in certain respects, if only perhaps in a very deep, abstruse. déuistine point of the metaphor is, of
course, not to convey that T is within the literal S category. At most, it cggtteat T is within a different
category, S*, if we follow a categorization account. Thus, in the casirilies the understander fleshes out

a stated likeness in some particular waggceptingthe apparent likeness as something that is actually being
asserted, whereas with be-form metaphor the understandedimoatd or bypassvhat it apparently asserts

and replace it with something else: a different categorization, or a coropaf@ instance.

This suggests that in simile the mediacy itself tends to be a central part of théwgpeator main informa-
tion gained from) the utterance, whereas in be-form metaphor it tends nteredya stepping-stone to the
T-comment. This is an intuitive point about meaning rather than cognitiveagictiy but the more that any
information is taken by the understander to be part of meaning the morenpaedy, its mental activation

will be preserved.

As for experimental evidence, Krennmayr (2011) studied the extent tchvdubjects include (what | re-
gards as) source/target mediators in their understanding, and foundthaf simile form encourages such

inclusion. The findings below about “double predication” are also cterdisvith this claim.

However, metaphor understanding may also sometimes preserve the mediaeyriaaning. Stern (2010)
argues this in discussing “knowledge by metaphorical character.”dar2010) shows how such preser-

vation (called there “survival of the source/target linkage”) need®td im certain types of example.

A further comment is needed about simile asserting a real likeness, napjuesaring to do so. Many authors
within the Debate and outside, including Glucksberg (2001) and Tirre8X)}, 3istinguish between literal
and figurative comparison statements, only the latter being similes. The distinctipronly be fuzzy if
tenable at all, (cf. Carston & Wearing 2011, O’Donoghue 2009), bahincase it seems to be based on the

types of similarity seen between the two sides, not on whether there is inohekatisy (likeness). Now,
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many authors (including O’Donoghue 2009, Ritchie 2006 and Tirrell 188§ furthermore that in simile,
as opposed to literal comparison, allegedly shared features are oftamlgshared, e.g. that for “Juliet is
like the sun” the feature of warmth might be cited, whereas of course diffexorts of warmth (one itself
metaphorical) are involved. This might make it seem that actually there is ndgrgesimilarity in such
simile. However, even if it were correct that there is not, the Debate atdeas cast simile as conveying
genuine similarity. For example, the comparison process such as that in Quévds portrayed by either
its proponents or its detractors as meally achieving comparison or determining similarities (the shared

structures found, the common abstractions derived, etc.).

But anyway in cases such as as Juliet/sun, if we dig deepawéind a genuine, if possibly subjective and
psychological, sharing of properties. For instance, the sharing cauttidi Juliet causes (in the speaker
at least) a strong feeling of emotional pleasure that is the same as thadl dgupbysical warmth of the
sun. Even in a yet more highly figurative simile such as “Love is like a bahaonane actual property
sharing is conveyed, though it may be very abstract and difficult to flat@uln this example, the likeness
could be that both are good for you over a period of time that is significétht respect to the time-scale
in its subdomain of human life (the subdomain of important relationships in life in theedase, and the
subdomain of eating in the banana case), or that you have to apply cetéeeffort (e.g. in understanding

the main features of the loving situation, and in peeling the banana) beforeayoget the benefits.

We now turn to novel T/S pairinggersuanore familiar ones, irrespective of whether within simile or within
be-form metaphor. The more familiar the pairing, the less reason for therstadder to suppose that the
utterance is pointing out a relationship of T to the literal S concept ratheljiishnommenting on T; hence
the less appropriate it is to preserve the mediacy along with the T-comment. skrée, if the understander
is already accustomed to organizations of various types being cast gs delireing like, dictatorships, then
the fact that some particular organization of those types, or even anipatjan of a new but related type, is
cast as (like) a dictatorship is in itself relatively uninteresting. On the othmd tthe more novel the pairing,
the more natural it is for the understander to suppose that the utterarateisijncommenting on T but also
pointing out an unfamiliar linkage between T and the literal S. For instance,uftarance casts someone’s
garden as a dictatorship (e.g., because it is dominated by one large tremdémstander is liable to find

the relationship to literal dictatorships interesting. The argument appliedlyequaimiles and be-form
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metaphors, but it is possible that in simile there is a higher default level eépration to begin with.

The comparison/categorization distinction appears tangential to the medasgrgtion dimension. There
does not appear to be anything about comparison or categorizationeénadjémat would dictate an extent
to which they preserve or fail to preserve mediacy. Yet the extent of rogqlieeservation that exists in a
particular case of understanding could have important relationships widriexental effects studied in the

Debate.

For example, Bowdle & Gentner (2005) and Gokcesu (2009) rep@erarents looking at frequency of
double predicationsThis is where an experimental subject couches an interpretation in termshafred
predication about both target and source, rather than just aboutgie¢. tAn example is provided by “a child
is a snowflake.” The interpretation “Both are unique” is a double predicatibereas “a child is unique”
is asingle predication People’s interpretations of novel similes and metaphors were found tlvénrreore
double predication than their interpretations of (relatively) conventicia@é¢sients. Those authors propose
that double predication is a symptom of comparison, single predication a syngjtoategorization. But
an alternative explanation is just that single predication is a symptom of trahBrgpurce/target mediacy

as a stepping-stone and double predication is a symptom of including it in thermgea

Krennmayr’s (2011) findings suggest that novelty, as well as usénoles encourages inclusion of the
mediator in subjects’ mental representations of meaning. In fact, she thahthere was no (two-way) in-
teraction with use of simile, so that novelty may affect mediacy-preservatigelyeindependently of simile
use. Nevertheless, this does not prevent novelty affecting forneqgneée, and other matters, via mediacy-
preservation. To the extent that greater novelty of a pairing encosigrgater mediacy-preservation, and
to the extent that simile form is more aligned with mediacy preservation thanrbveidpwe would expect
relatively novel pairings to lead to simile form being preferred, or leadinig$ter processing, etc. This is
consistent, for instance, with the following findings: that novel soureese slower processing, and also
more difficulty for children, in be-form than in simile form (Bowdle and Gemt2@05); that subjects prefer
simile form more strongly for novel than for conventional figurativesr{taer and Bowdle 2001); that novel
be-form metaphors make less sense to people than the corresponding dor{eéskcesu 2009); and that

conventionality has a significant role in influencing form preference tdsvae-form (Utsumi 2007).
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Now, a key sub-Debate has been whether experimental effects tteabbam attributed to the dimension of
novelty (of sources or source/target pairingsjsusconventionality (of sources) or familiarity (of pairings)
should instead be attributed to other dimensions such as aptness or ansmlesity. Contributions to this
sub-Debate have included Chiappe, Kennedy & Smykowski (2003%n@ée& Bowdle (2008), Glucksberg
(2008), Glucksberg & Haught (2006a,b), Gokcesu (2009), J&riestes (2006), Pierce & Chiappe (2009),
Thibodeau & Durgin (2011), Utsumi (2007) and Xu (2010). Therefatis difficult to say definitively at

present how mediacy preservation’s loose connection to novelty fits wiktriemental results overall.

However, there is one type of argument in the sub-Debate that is wortbssildg briefly here, while mer-
iting a longer discussion. It is about utterances such as “My lawyer ig pikeell-paid shark” where the
source term contains a modifier that is appropriate for the target but editélnal source, and makes the
source term as a whole novel even if the noun has conventional meiegihmes. The findings of Glucks-
berg & Haught (2006a,b) indicate that such statements are preferreefarh, rated more apt in that form,
and quicker to process in that form: in short, the be-form statements aeselicitously paraphrased in
simile form. Glucksberg and Haughbid.) claim that the results damage other authors’ claims that novelty
encourages preference for simile form. The paraphrase failure is ddoragise because, taken literally, “a

well-paid shark” does not make sense.

However, the argument is flawed. Certainly, it is natural to take the ba-foetaphor as if it were para-
phrased as “My lawyer is a shark and is well-paid” (see O’'Donogh@®R@iving an easy interpretation

to the extent that the first, metaphorical, clause is easily interpreted. And argdauiggohrase for the simile
case as “My lawyer is like a shark and is well-paid” does indeed seem lessilgle (in fact O’'Donoghue
ibid. claims it is not allowed at all—but that seems too strong). Indeed, if it wereaxdily available as
with be-form metaphor then presumably the above experimental results wouldve arisen. So, the un-
derstander is led to make sense of “a well-paid shark” as a source tenn.llacksberg & Haughtilid.)

and O’Donoghueibid.) assume that the only interpretation route for this term is to take it literally. But, of

course, it can itself be taken as an embedded adjective-noun metapfaioas.

The adjective “well-paid,” precisely in virtue of suggesting a personitdsif encourages an interpretation
of “a well-paid shark” as if it had been “a person who is a well-paid shavkich is akin to the be-form

metaphor “Some person is a well-paid shark.” So, let's say “a well-paicksipaovides a metaphorical
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meaning such as “a person who is aggressive and well-paid.” It duiesatter to our discussion what the
mechanism used for this step is. It could be categorization, for instanug ais existing shark* category.
But now the understander is faced with seeing how the lawyer couiéida well-paid aggressive persén.
This is linguistically a non-felicitous comparison, because a lawyer couldjustlliterally be a well-paid
aggressive person. Thus, in the simile case the understander notasniy try to undertake (a) a compar-
ison (between lawyer and well-paid aggressive person) as well dsglmetaphor-processing step within
the simile source term, but moreover this comparison is infelicitous. In continadbe-form metaphor “My
Iwayer is a well-paid shark” only requires a metaphor step (lawyer akshad an untroublesome attri-
bution afterwards of “well-paid.” That combination is much like merely stepirflthe simile case. This
contrast can easily explain the experimental results. They are nothirgjlgite do with thenoveltyof the
source term, or with what mechanism is used for any of the metaphor stepestiaq, but rather just with
the addition of an extra layer of processing complexity. This layer arisesighrembedding a metaphor

within the source term of a like-form sentence.

Note that, in the be-form case too, the vehicle term could alternatively beiated metaphorically to
mean a well-paid aggressive person just as in the simile case, leaving ther lastyto be categorized
straightforwardly and literally as a well-paid aggressive person. On tiaysis the “is” in the sentence
provides no further figurative effect. This comprehension route inagfeeaper and more felicitous than

that needed for the simile case.

Although phrasal metaphor such as adjective/noun metaphor is not mucissksl in the Debate, Utsumi
& Sakamoto (2007) is an exception. Goatly (1997) discusses adjectivemetaphor at some length in a

linguistic vein.

2The phrases “a well-paid shark” and “a person who is aggressiderati-paid” are assumed here to be read predicatively
(attributively) rather than referentially, in common with usual assumpiiotise Debate and elsewhere about how source terms in
similes and be-form metaphors are generally read. However, GlagkgbHaught {bid.) appeal crucially to a referential reading
of the source term in another example, “[Some company] will be like tkeExeron.” Going into this matter would require further
lengthy discussion.

25



5.3 Dimension 3: Mediator-Carefulness

The dimension discussed here is the extent to which the understandimgpiscareful in determining an
appropriate mediator, though not necessarily with the understander t@msgious of being careful. The
degree of carefulness is the degree to which the process is thorougtionieg possible mediators (existing
or new) in an attempt to make the best sense possible of the utterance in.cdftexbest sense amounts to
is a highly variable and context-sensitive matter, and might for instancesbedaut in terms of an optimal
level of relevance as proposed in Relevance Theory (whose appfidatimgurative language is discussed

in Sperber & Wilson 2008 and Carston & Wearing and 2011).

If an appropriate mediator is already available, then merely accessing itra straightforward way and
then adopting it without looking further would show a low level of carefsheThus, in particular, just
directly accessing a single entrenched metaphorical meaning shows littfeloass. Accessing known
target/source mappings of the sort proposed in conceptual metaphoy thakoff & Johnson 2003) only
illustrates carefulness to the extent that it may take exploration to see whickmoial metaphor is appro-
priate and how. More generally, making a considered choice betweerasavailable mediators constitutes
an appreciable extent of carefulness. Attempting to work out a new medisorteough one is already
available shows a higher level of care, and considering severalbpmsgew mediators shows yet greater
carefulness. Another aspect of care is effort put into evaluating dupvopriate the mediator is (depend-
ing on the needs of context and on the understander’'s purposes)evatyating the degree of similarity

achieved, or establishing which candidate inferences actually apply torgfed.ta

Ultimately it may become necessary to distinguish, more than we will do here, &efviferent ways of

being careful, e.g., what spaces of possibilities are relatively thorowplpred, or what sorts of checking
of the mediator are done. They do not necessarily lead to the same effiect®ald even lead to some
conflicting ones. Similarly, they could arise from different aspects of nietegpand similes. Some may

empirically turn out to be more important than othérs.

Carelessness, in tolerating less appropriate mediators, may lead to lesstamdiag in one sense, but on

the other hand allows licence to be more open-ended in what featurasiefearrespondences, etc. are

3The account here of carefulness already restricts to just one asfjiEue as considered in Barnden (forthcoming).
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used in the mediator. Carelessness could thus lead to more creative mediatoessense. On the other
hand, carefulness could help to uncover non-obvious possibilitiels ezmudeep analogies that do not involve

much superficial similarity, supporting a different dimension of creativity.

The dimension has an interesting relationship to the previous one, MediasgfPation. In principle, a
carelessly-determined mediator could be strongly preserved and albadstermined one could be ignored
as soon as the T-comment is found. However, mediacy-preservatiosilflabhas considerable positive
correlation with mediator-carefulness. In particular, if the mediacy is pveddor the particular reason that
it is included in meaning as opposed to being just a stepping-stone to the T-contimea the understander
can be expected to apply more care. Thus, to the extent that be-formhuoeiapolves lower mediacy
preservation than simile does, as suggested in the previous subsectmmjesture that be-form metaphor
will tend to lead to lower mediator-carefulness than simile will. For example, thermstahding process
will be more easily satisfied with determining and stopping with any mediator thaide®a T-comment
relevant enough for the discourse purposes at hand, and is rsita@ioed by concerns about the quality of
the mediator itself. Thus, as a broad generalization, less carefulnessvaipiied for be-form metaphor

than for simile.

This careless tendency in be-form metaphor does not contradict intuétimmg such metaphor being more
emphatic or shocking than simile (at least in novel cases) because of mertyduxtaposing source and
target. Emphasis might place more pressure on the understander to conith gpmeunderstanding, but
it does not of itself imply a high quality-level for the mediator or for underdiag. While one effect of
emphasis might be to make the understander more interested and thergfigrenape care, an opposite
effect could even be to encourage quick, ill-considered understgn@int relative carelessness is merely
an overall tendency of metaphor: a sufficiently novel metaphor could lveelh case where there is high

carefulness because of causing increased interest.

Metaphor’s tendency claimed here towards lower carefulness may aso aefirst not to sit well with
comments in the previous subsection about apparent-saying. Surely, firoefaovides less guidance than
simile as to what sort of mediator is involved, one needs to explore more pitiesilin order to work it out,
and would that not implynorecare? However, precisely in being relatively careless, the undeestandt

liberty to limit the need to explore multiple possibilities, and instead to pursue whditesef processing
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looks initially most promising and to stop when an adequate T-comment is fouigtheHavailability of

possibilities does not force more investigation of possibilities.

A further, related, consideration is that it may be more difficult to detect dhgiven be-form utterance
is metaphorical than it is to detect a simile. Thus more care is needed in songe $émwever, this is
a different dimension of care from the one we are considering, whichadsitacare applied either on the
implicit or explicit assumption that, or after it has been determined that, or whiisidering whether,
the utterance is metaphorical. Clearly, the detection issue is important in its olatnand could affect

experiments, but it is not much addressed in the Debate and is not cavenéglarticle.

Mediator-carefulness differences could lie behind experimental refbltecksberg 2008) that in simile
the understander has more of a tendency than in metaphor to go back tovivpiieperties of the literal
source term rather than (just) using available superordinate categovgsiies associated with that term.
More generally, a simile can lead to different interpretations from its cpaieding metaphor, even for a
conventional T/S pairing (Glucksberg & Haught 2006a). These firedivmuld follow from the understander
tending to be more careful about the mediator in simile, as argued abovehyHezing predisposed to seek

a new mediator, considering S and T afresh.

Again, if simile generally leads to higher mediator-carefulness, we have@aration of Gregory & Mer-
gler's (1990) result (cited by Bowdle & Gentner 2005) that similes are tikeg/ than be-form metaphors
to highlight non-obvious similarities, because the process is more dispagaitothorough investigation
of possibilities. Similarly, we have an explanation of Roncero, Kennedy &Bi{2006)’s result that simile
form tends to be employed when the meaning is unusual or difficult (even wWe metaphor form is con-
ventional), and be-form metaphor to be employed when the meaning is useasity comprehended. A
difficult or unusual meaning takes more care in order to be discoveratsd could explain Jones & Estes’s
(2006) finding that novel similes are comprehended more slowly than meetlphors, to the extent that

more care generally implies slower processing.

O’Donoghue’s (2009) claims are very much in line with our consideratiotaoéfulness. She claims that
simile often gives distinctive effects as compared to metaphor because sinitiées iftmore measured re-

flection” of the points of comparison between the two concepts, and metaiplrolves less direct online
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contemplation of the precise terms which have prompted the juxtaposition of trmotweepts...” However,
our discussion above more strongly brings out that both metaphor and smnit@pable of different levels
of carefulness (depending on context and the particular source igged terms). Also, we explicitly analyze

the connection between simile form and carefulness as being indirect, viatorgagreservation in meaning.

Finally: Mediator Carefulness cuts across the comparison/categorizastimction. Either type of process
can be arbitrarily careless or careful, and the level of care can dyadyahange according to circum-

stances.

5.4 Mediator Carefulness and Interpretative Diversity

Utsumi (2007; see also 2011) studied theerpretive diversity(ID) of target/source pairings, such as the
pairinganger/sedin their Japanese versions). ID measures the “semantic richness gjutatifie interpre-
tation of” a pairing. Utsumi found that a pairing’s ID was correlated posigiwith preference for be-form
metaphor over simile for that pairing, and with the relative comprehensibilityeefbbm. High-1D pairings
were equally comprehensible in be-form and simile form, whereas lowemd3 avere more easily com-
prehended in simile form. Indeed, he found that ID was a more importatarfacsuch be-form/simile
differences than aptness, similarity and conventionality. Given the pronengfithose factors in the De-
bate, Utsumi’s study is potentially of great significance. We will seek to illuminestedsults using the

carefulness dimension.

The ID of a target/source pairing depends on “both the number of fesiturelved in the interpretation and
the uniformity of [the] salience distribution of those features.” Intuitivebg@ding to various statements in
Utsumi (2007, 2011), a be-form metaphor or simile using the pairing mentdilases a set of features that
are shared between source and target, with different levels of mehéaea ID does not use any absolute
values of salience, but instead assumes that each feature has a selidinee value between 0 and 1, with
all the values for a given pairing adding to 1. By then combining the relasilrersce values for the pairing

in an entropy-like formula, we get an ID valGeThe higher the number of features associated with a pairing

the higher the ID; and the more uniform the relative salience of those &stiue higher the ID.

“The ID of a pairing is the sum, over the features mentioned by subjecﬁl;loyzé where Sy is the relative salience of
featuref. NB: Utsumi just uses the term “salience,” but “relative salience” isrelea
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By way of example, when there is just one feature, ID takes on its minimum @l0e When there are

n features all of equal salience, ID takes its maximum possible value (fonjrattiogon. For a givenn,

say 10, ID will be low for a pairing with a very non-uniform salience disttiba, such as when two have
relative salience of 0.4 and the remaining eight having the same low relaligacgaof 0.025. It must be
remembered here that we are dealing wélative salience values for a given pairing, and these cannot be

compared between pairings. It is only the different level of uniformity thatters.

We now proceed to comment on how Utsumi (2007, 2011) seeks to explatotimection between ID and
his comprehensibility and form preference results. We will argue thagiderations of mediator careful-
ness provide a better connection. Afterwards, we will also comment boefligow ID is experimentally

measured.

First, we must caution that Utsumi tends to use the terms “meaning” and “féatteechangeably, and
often seems to take an individual meaning for a metaphor/simile to consist déatnge, though at other
times talks of an interpretation involving several features. In effect, hflates the case of multiple features
within a single interpretation and the case of a person’s alternative intatipres having different features.
This conflation is also evidenced by the way ID is experimentally measureexmained below. The
conflation does not explicitly affect Utsumi’s own reasoning, and we caerstand his claims by assuming
that a pairing activates, with degrees depending on their different sabemll the different features the
person associates with a pairing, irrespective of whether those feattgewithin the same or different

interpretations. (This view is consistent with his model of understandinlyzethin section 6 below.)

Utsumi (2007, 2011) addresses the connection between ID and hiseloemgibility and form preference
results by arguing that high 1D allows understanders to perform cdgeagion whereas low ID requires them
to use comparison, and then appealing to Grammatical Concordance to aggorczation with be-form
and comparison with simile form as usual. However, the argument is onlydnaepartial, for instance in
not properly addressing salience uniformity. He seems merely to assumeuytatgument, that the features
involved in categories are relatively uniform in salience, and that low tmity does not allow adequate
categories to be accessed. Also, he seems tacitly to assume that companisiomasle more difficult by

low uniformity.
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But we can argue alternatively as follows. First, we argue that mediateftdness tends to oppose ID: i.e.,
lower/higher carefulness encourages higher/lower 1D, respectivethe level of care taken is relatively

high, there will arguably be a higher quality bar on features activatedingd&wer features seem relevant
than would otherwise be the case. At the same time, the features will tend lesgust the more salient

ones (the ones that would be chosen with little care). Thus, there will bénartégread of absolute salience
levels than with a more careless process. This then leads teldiese salience levels also being more
spread out, i.e. less uniform. (This argument assumes that the morel qamafass does keep at least
one high-salience feature.) Hence, greater carefulness tends toldothethe number of features and their

relative-salience uniformity, thereby lowering ID.

Secondly, recall from section 5.2 our conjecture that simile tends to lead hemhaarefulness than be-
form metaphor does. Putting this together with the argument just above,wedhmet simile tends towards
lower ID than be-form metaphor does. This potentially explains Utsumi’s fgedatbout low ID being

associated with advantages for simile, without needing to consider caw@immizersus comparison or

make assumptions about how those processes relate to numbers anesaifdeatures.

We now comment briefly on Utsumi’s experimental estimation of ID values. Theade#ilects the confla-
tion mentioned above of multiplicity of features within an interpretation and multiplicitwben interpre-
tations, where indeed now the different interpretations can be by ditfeeple. For a given target/source
pairing, the relative salience of a feature is simply the popularity of that featith the experimental par-
ticipants when they give interpretations of metaphors or similes involving thahgacompared to other
features for that pairing: it is the number of mentions of the feature by theipants divided by the total
number of feature-mentions by the participahtblow, the participants were asked to produce an interpreta-
tion, listing at least three features, so we can grant that normally eattijpant does produce one coherent
interpretation. But, of course, different participants often producierdint interpretations, with different

sets of features.

Nevertheless, the use to which Utsumi puts ID and his general comments|Bb@ug., that it measures

“semantic richness” of interpretation) suggests that he assumes that Kuregahe potential for a typical

5The notions of shared feature and salience used here are those UBqubiiment 2 in Utsumi (2007) and mentioned again
in Utsumi (2011). Somewhat different notions are mentioned for Exymnt 1, with salience there bringing in participants’ own
subjective salience ratings.
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individual understander to produce a diversity of features for a given metaphsimile. Utsumi's way

of measuring ID is reasonable if we can assume that different participants in their minds roughly
similar interpretations of similes and be-form metaphors such as those in l@graepts, but that in the
experiments the participants only draw upon one or a small subset of thedso helps to consider that

individual features they mention could potentially be interpretations by theeselv

6 Discussion of Utsumi’'s Semantic-Space Model

An interesting application of various themes of this article can be made in a speeifi in the case of
Utsumi’s (2011) model. He provides precise, simple, computer-simulatedtalgpsiCompaandCategin-

tended to be construed as performing comparison and categorizatiecties|y, within a unified cognitive
framework. Utsumi (2011) relates the model to interpretive diversity geetion 5.4) but we will not be

commenting on this aspect.

Utsumi’s model is based on the Predication Model of Kintsch (2000, 2004is uses a semantic space
of high-dimensional numerical vectors, where the particular vectorsatigainitially included correspond
to words (lexical word-forms). Intuitively, each vector encodes somgthbout the meanings of a word,
although the vector merges together the different senses of the wogdiettors are derived by computation
over word occurrences in a language corpus. (The details of thisnargartant here.) Individual vectors
in the space, whether corresponding to words or not, can be viewasbessenting properties, categories
or concepts, depending one one’s theoretical predilections. sdie,ofvectors can be viewed as defining

categories (cf. Utsumi 2011).

Both Kintsch and Utsumi apply the approach to understanding be-form heetalinking two words. One
method for doing this in Utsumi (2011) is ti&ategalgorithm, borrowed from Kintsch (2001). In broad
strokes this involves computing a new vector—thetaphor vecterfrom the target word T's vector and
the source word S’s vector. The metaphor vector is considered to &uleégthe meaning of the metaphor.
The computation proceeds via intermediate word vectors that are relatedhtohieoT vector and S vec-
tor. Kintsch (2008) suggests, and Utsumi (2011) more strongly claimsthbailgorithm can viewed as

a realization of the categorization approach. We can view the intermediatewsotors as representing a
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superordinate category S* covering S and T, and the metaphor vectioe agsult of putting T in S* (al-
though there is an obstacle to this view that will become clear below). Thuseioae ofA business is

a dictatorshipthe businessanddictatorshipvectors are used to calculate some intermediate vectors. These
can be viewed as forming a representation of a superordiiet@orship* category that is appropriate for
application to businesses. The intermediates together withusi@es@anddictatorshipvectors themselves

are then used to compute the metaphor vector.

The Utsumi model also includes an algoritf@ompathat he views as performing comparison. Again, the
algorithm computes a metaphor vector from the T and S vectors, via some idtateneectors. However,
the computation of the intermediates is markedly different from the meth@aiag and the way that the

final metaphor vector is computed from the intermediates is also significantyetit.

The categorization and comparison algorithms can be described as folitivs;ig. 1 and Fig. 2 respec-
tively providing schematic illustrations. Theri-neighborhood” of a vector V for some number is the
vector-set consisting of the: vectors closest to V. “Closeness” or similarity of two vectors is measured
using the cosine of their mutual angle. It is important to keep in mind that all ttengein the space at the
start of the processes am®rd vectors: i.e., each vector represents a specific word. However, themoeta
vectors created by the algorithms would only be word vectors througrejreaincidence. In the following
descriptions and elsewhere we will often use T and S to mean the T vect@® aactor for brevity. The

steps are numbered differently from Utsumi (2011).

Categ(with numerical parameters andk, wherek < m):
(1a) Find the then-neighborhood of S.
(1b) Within that neighborhood find thevectors closest to T.

(2) Compute the metaphor vector as the centroid (i.e., average) @f vieetors from Step 1b together

with bothS and T.
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Compawith numerical paramete):

(1) Find the [at-leastq] word-vectors that arelosest ranking-wise to T and S taken jointhat is, find
the smallest numbem such that T'sm-neighborhood and S’s:-neighborhood havé vectors in

common. Thesé vectors are “common neighbors” of S and T.

(2) Compute the metaphor vector as the centroid ofthiectors from Step 1 together with Bift notS).

((FIGURES 1 and 2 ABOUT HERE))

In each case we can take the mediator to bektheord-vectors selected by Step 1 as related to both the
T vector and the S vector. I@ompathis is viewed as a set of common neighborsCiategas defining
the superordinate category S*. In each algorithm, Step 2 is the applicatibe ofediator to generate the

metaphorical meaning.

We will now proceed to discuss the algorithms in the light of the three proagestimensions presented
above and our skepticism about the categorization/comparison distinctierfiraconsider the issue of
source/target contribution disparity. Gompa the mediator-finding (i.e. Step 1) is completely contribution-
equal and symmetric result-wise: the same result would arise with T and Shateyed. But the application
of the mediator, i.e., Step 2, is markedly disparate in not involving S. This dligpameeded to account
for metaphor-reversal phenomen@ategis the opposite t€ompain both respects. It is clearly disparate
in mediator-finding (Step 1), while the mediator-application Step Roisdisparate, since the averaging

involves both S and T.

Categis thus an exception to the generalization in section 5.1 that in a categorizafiovaab the use of
the mediator is generally contribution-disparate. This is ironic, as Utsumi872R011) own informal
comments on the role of categories in metaphor understanding give no rolertceSS* has been found,

in line with other authors’ writings on the categorization account. It is uncldar Categ’'sStep 2 is

5Utsumi does not explain what happens wineorethank vectors are shared by the two-neighborhoods when they are first
large enough to share at ledsvectors. The problem arises because increasingy 1 can introduce two new, different vectors
into the intersection, one in the new neighborhood for T and one in that, fah8re the new vector for T is already in thél
neighborhood for S, and vice versa. For the purposes of our digyswe continue to adopt the simplifying fiction that this
situation never arises. But it makes no difference to our observatioeallff more thark common neighbors are found instead of
exactlyk.
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different fromCompa’sStep 2, which more naturally captures the idea of applying the found mediafor to
Another view ofCategwould be to regard the whole algorithm as just computing S*, with Step 1 being an
intermediate stage. Our discussion below could be suitably modified. How#tgami (2011) does say with
regard to the example “A rumor is a virus” that the vectors from Step 1 semitehe category of contagious
things, i.e. the superordinate category according to a categorizationaabprand, following Kintsch,
regards the vector resulting from Step 2 as the resudippilyingthe predicate (here, being-contagious) to

the argument (the rumor).

More importantly, we question the comparison/categorization distinction claimesisting between the
algorithms. Someone who had been told only Bategwas a categorization algorithm could be forgiven
for thinking that Compawas simply another, rather similar, categorization algorithm. It differs mainly
in giving equal influence to T and S in building the superordinate categattyer than proceeding in the
disparate manner afateg’'sStep 1. The intuitive motivation foEompabeing thought of as aomparison
algorithm may lie in Utsumi’s informal characterization of its Step 1 as being a mdfieding & “common
neighbors” of T and S. By contrast, he merely refers to the vectorsdfdiynCateg’'s Step 1b as those
“neighbors” of S that have highest similarity [i.e., are closest] to T—hene$rfrom saying that the vectors

are neighbors of T. But this terminology is highly misleading, as follows.

The first observation is that the metaphorical notion of “neighbor,” thangthematically standard, is mis-
leading. AsCompa’sStep 1 illustrates, a neighbor of a vector V can be arbitrarily far from ¢abee
there is no limit to the size of the: in that step. Any vector in the space could potentially qualify as a
neighbor of V. This is the background for a second, more important redtsen, namely that, against initial
appearances, there is little basis for saying that the vectors fou@minpas Step 1 are any more common
than those found bZateg'sStep 1b. In both cases, they are vectors that are related merely by cemgain
loose criteria of closeness to T and S: and not even by actual closeoessling to the vector similarity
measure—hbut only in terms @énking of actual closeness. The word “common” is presumably used so
as to resonate with the notion that a comparison process finds commont@®pBut there is no in-built
criterion in the semantic-space model for saying that one vector has awettier as a property, any more
than there is for a vector to be a neighbor of another. The “common naighbannot be classified as

such on any basis to do with being particularly close to S and T, whether in t#rofsactual closeness
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or of closeness rank, because of our first observation about Ileéng no limit onm. Nor are the alleged
common neighbors guaranteed to be reasonably uniform in actual ckssten® and T: the vectors that Step
1 produces can differ to an unlimited extent, in principle, in actual closewneSsand T. Just because they
are in anm-neighborhood of T and am-neighborhood of S, for the same, has no bearing in general on
what the actual distances are and how they compare to each other.difrectors are packed more much
tightly round S than around T, for example, &'sneighborhood will be nestled much more tightly round S
than T's is around T, so the intersection of the neighborhoods will be muctetiground S than around T.

See Fig. 3.

((FIGURE 3 ABOUT HERE))

Instead of saying that one of the algorithms does comparison and the atkgodzation, a more fruitful

and justifiable way of comparing and contrasting them is as follows.

1. The mediator-finding parts d@ompaand Categ(Step 1 in each case) are on a rich spectrum of
possibilities as regards how disparately the T and S vectors can be tréadedinitely many other
possibilities exist for selecting vectors given T and S, including methods that combine aspects of
Compa’sandCateg’'smethods. In addition, there are methods that use actual closeness irfsbead o

as well as closeness rank.

One qualitative difference between the wagteg'sStep 1 uses S and T is that T is only used after an
initial neighborhood of S has been found. The calculation of that initialhmighood is in no way

guided by T. But one could have such guidance while still keeping a stronfjluence from S.

2. The mediator-application parts @ompaand Categ namely their Step 2s, are similarly on a rich
spectrum of possibilities, except this tinompais the more contribution-disparate. One simple

continuum is produced by having numerical weights on the contributionsaoidTs.

3. Compais more careful in finding the mediator, because it attempts to put more comngiraihe
distance from T tharCateg'sStep 1 does.Compa’scarefulness in this regard is increased by its

incremental stepping up through possible values:oh Step 1.
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4. Asregards mediacy preservation, both algorithms include the mediangkstio the generated mean-
ing by using thek mediator vectors in the averaging. The relative degree of usage gogshuim-
creasingk. That that usage can be a matter of degree, not a black and white isgaelfigsefully

demonstrated.

We should note, however, that none of our observations diminish Utsuwgfsibachievement in capturing

aspects of human behavior on metaphor in his model.

7 Conclusion and Final Remarks

We conclude that the comparison/categorization battle, at least as cufrantgd, is misdirected. There is
an alternative to the battle—a more pressing, more immediately relevant, anddvedtegzed one: a battle
to be waged within a theoretical landscape defined by various mentalsgingadimensions to which the
comparison/categorization distinction is only weakly relevant. Hence, thaigns do not capture the truly

important distinctions.

The proposed dimensions do not constitute understanding procegsegerely characteristics of how pro-
cesses can broadly proceed. Theories of understanding may nawistilyo propose particular processes.
There is therefore no claim that theories should not be framed in termsngbarison and/or categoriza-
tion, but rather that, if they are, they need to be more specific about thiéedetature of comparison and
categorization proposed, and more aware of different variants of aosgm and categorization. Further-
more, the theories could fruitfully attend explicitly to where they lie on our dimerssioThe compari-
son/categorization fight, if there is one to be had, is really between partitidaries involving them, not

the general notions, and a battle within one camp may be more important tharbatwaen them.

We have not shown that a C/C borderline is devoid of value, since wer@&hown that all experiments
deployed in the Debate can be explained by means of the dimensions. Regleyve provided some sug-
gestive evidence that the experimental findings can be so explainedaeadnotivated a search for further
or alternative dimensions if the three proposed ones (Target/Sourdelittion Disparity, Target/Source

Mediacy Preservation, and Target/Source Mediator Carefulnessptiirmot to be adequate in themselves.
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Indeed we saw that Contribution Disparity and Mediator Carefulness altefameted and may ultimately
need to be split into more dimensions. Something beyond the scope of this anticlésd important for
future research is the connection of carefulness to deliberate use gihmetss identified by Steen (2008)
and currently being actively debated (Gibbs 2011 and responses irjaama issue). Deliberateness could
be seen as involving a type of carefulness on the speaker side, diead to extra hearer-side carefulness

or a different type of hearer-side carefulness.

Finally, we put forward certain specific, conjectured tendencies coimgemetaphor or simile in regard to

the dimensions. The most salient ones are as follows:

e (From section 5.1): The more conventional/novel a particular source itethheisnore/less (respec-
tively) contribution disparity will arise in the understanding process. Benea simile or be-form
metaphor involving a completely novel source can sometimes be very simplystoaie by a highly
contribution-disparate process appealing to existing source propexdiegjories, etc. that apply di-

rectly to the target.

e (From section 5.2): Simile tends to lead to greater preservation of the target#selationship (the

mediacy) in the metaphorical meaning and in cognitive activation than berfataphor does.

e (From section 5.2): Higher familiarity/novelty of a T/S pairing encouragestdngher mediacy-

preservation respectively.

e (From section 5.3): Metaphor tends to encourage lower mediator-traeefuthan simile does.

These are all fruitful areas for future research.
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Figure 1: Impressionistic view aCategalgorithm'’s effect. Each black dot illustrates the end point of a
word vector. (The vectors, normalized to have the same spatial lengttnectought of as leading from
the centre of a high-dimensional sphere to its surface. The figure tloevsshregion of the surface.) The
T and S vectors are indicated. Closeness of dots in the figure symbolizesrisgnufathe vectors. The
m-neighborhood of S (dashed ellipse) containsthe&ectors closest to the S vector. The vectors in the
smaller dashed region are thevectors in S'sn-neighborhood that are closest to the T vector.
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Figure 2: Impressionistic view dtompaalgorithm’s effect. Diagram conventions are as in Fig. 1.
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Figure 3: Variant of Fig. 2, suggesting that tlevectors closest to S may be much closer in actual distance
to S than then vectors closest to T are to T. The opposite is similarly possible, of course.
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